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Abstract

This document contains proofs of claims that are stated but not proved in
the draft.

Accounting for Richer Dependence of ¢ on the Data

Claim 1. Suppose we begin with moments g (D;, #), and are interested in inference on

¢ = FE[h(D;,0)]. Then the influence function for ¢ is given by
h(D;,0) — H(GWG) ™ G'Wg(D;,0)

for H=FE [Zh(D;,0)].

Proof. We can define the new parameter § = (c,#) and the new moments
~ h(D;,0) —
g (Di0) = (D:,6) —c
with associated weight matrix
- 1 0
W = .

Estimation with these moments and weight matrix will yield the same estimates as a
two-step approach where we first estimate 6 using ¢ () and W and then estimate ¢ by

plugging into A ().



This representation allows us to derive the correct influence function for ¢ account-

ing for its direct dependence on the data D;. Begin by noting that
¢c (Dz) = 6/1A9§§ <D17 é)
for e; the first standard basis vector. Recall that
URUNES R
Agg = — (GWVG) W

and note that

Hence,

and
CIWE - -1 0 -1 H _ 1 -H ’
H G 0 W@ —-H HH+GWG

and the sensitivity is

1 _H A
Aggz— / ! ! / / ’
—H HH+GWGE H G'W

From the block matrix inverse formula,

1 o T 1y HGWE) B H(GWG)™
~H' HH+GWG B (GWG) ™ H Gwa)™t )’

Hence,

A ( 1+H(@QWG) "H H(GWG)™ -1 0
;= —¢
KA (G'WG) " H (GWG)™ H G'W

—— (-1 HEWE) ' GW )= (1 ~H@EWE)GW ).

This yields the desired form for the influence function. O]



