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Likelihood-ratio-based confidence sets
for the timing of structural breaks
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We propose the use of likelihood-ratio-based confidence sets for the timing of
structural breaks in parameters from time series regression models. The confi-
dence sets are valid for the broad setting of a system of multivariate linear regres-
sion equations under fairly general assumptions about the error and regressors,
and allowing for multiple breaks in mean and variance parameters. In our asymp-
totic analysis, we determine the critical values for a likelihood ratio test of a break
date and the expected length of a confidence set constructed by inverting the like-
lihood ratio test. Notably, the likelihood-ratio-based confidence sets are more pre-
cise than other confidence sets considered in the literature. Monte Carlo analy-
sis confirms their greater precision in finite samples, including in terms of main-
taining accurate coverage even when the sample size or magnitude of a break is
small. An application to postwar U.S. real gross domestic product and consump-
tion leads to a shorter 95% confidence set for the timing of the “Great Modera-
tion” in the mid-1980s than previously found in the literature. Furthermore, when
taking co-integration between output and consumption into account, confidence
sets for structural break dates become even shorter and suggest a “productivity
growth slowdown” in the early 1970s and an additional large, abrupt decline in
long-run growth in the mid-1990s.
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1. INTRODUCTION

The exact timing of structural breaks in parameters from time series models is generally
unknown a priori. Much of the literature on structural breaks has focused on accounting
for uncertainty about this timing when testing for the existence of structural breaks (e.g.,
Andrews (1993)). However, there has also been considerable interest in how to make in-
ference about the timing itself, with an important contribution made by Bai (1997). Em-
ploying asymptotic analysis for a slowly shrinking magnitude of a break, Bai derives the
distribution of a break date estimator in a linear time series regression model and uses
arelated statistic to construct a confidence interval for the timing of a break. One prob-
lem with Bai’s approach highlighted in a number of studies (e.g., Bai and Perron (2006)
and Elliott and Miiller (2007)) is that the confidence interval tends to undercover in fi-
nite samples, even given a moderately sized break. Elliott and Miiller (2007) propose a
different approach based on the inversion of a test for an additional break under the
null hypothesis of a given break date and employing asymptotic analysis for a quickly
shrinking magnitude of break. Their approach produces a confidence set (not necessar-
ily an interval) for the timing of a break that has very accurate coverage rates in finite
samples, even given small breaks. However, it is only applicable for a single break and
the confidence set tends to be quite wide, including when breaks are large.

In this paper, we propose the use of likelihood-ratio-based confidence sets for the
timing of structural breaks in parameters from time series regression models. Employ-
ing asymptotic analysis for a slowly shrinking magnitude of break, as in Bai (1997) and
originally proposed by Picard (1985), we show that likelihood-ratio-based confidence
sets are valid in Qu and Perron’s (2007a) broad setting of quasi-maximum-likelihood
estimation for a system of multivariate linear regression equations under fairly general
assumptions about regressors and errors. Building on the literature on structural breaks,
this setting allows for heteroskedasticity and autocorrelation in the errors, and multiple
breaks (e.g., Bai and Perron (1998)) in mean and variance parameters (e.g., Bai (2000)),
and potentially produces more precise inferences as additional equations are added to
the system (e.g., Bai, Lumsdaine, and Stock (1998)). Our asymptotic analysis provides
critical values for a likelihood ratio test of a break date and an analytical expression for
the expected length of a confidence set based on inverting the likelihood ratio test. No-
tably, the asymptotic expected length of a likelihood-ratio-based confidence set is gen-
erally much shorter than for the corresponding confidence intervals based on the break
date estimator, such as Bai’s for one break in mean and Qu and Perron’s for their broader
setting.!

Our proposed approach is motivated by Siegmund (1988), who considers confidence
sets in the simpler context of a change-point model of independent Normal observa-
tions with a one-time break in mean and assuming known parameters (other than the

IExpected length is more difficult to determine for the confidence set proposed by Elliott and Miiller
(2007). However, if the asymptotic power for the test of an additional break is strictly less than one when
the true break date is within some fixed fraction of the sample period away from the hypothesized break,
the expected length of their confidence set will increase with the sample size. This pattern is confirmed in
our Monte Carlo analysis, even for a large magnitude of break for which the power of a test for the existence
of a break will be high regardless of its timing.
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break date). In particular, we follow Siegmund’s suggestion of constructing an inverted
likelihood ratio (ILR) confidence set for the break date.? Also, our calculation of the
asymptotic expected length of an ILR confidence set builds on his analysis in the sim-
pler setting for which he also finds that the ILR confidence set is more precise than for a
Wald-type approach along the lines of Bai (1997). Another related study is by Diimbgen
(1991), who derives the asymptotic distribution of a break date estimator given inde-
pendent, but not necessarily Normal observations and proposes inverting a bootstrap
version of a likelihood ratio test to construct a confidence set for the break date. More
recently, Hansen (2000) proposes the use of ILR confidence sets in the related context
of a threshold regression model. However, he maintains the assumption of a stationary
threshold variable, thus precluding the use of a deterministic time trend as a threshold
variable to capture a structural break. Despite a somewhat different setup, our asymp-
totic analysis builds on Hansen’s, in addition to the literature on structural breaks dis-
cussed above.

We consider a range of Monte Carlo experiments to evaluate the finite-sample per-
formance of the competing methods for constructing confidence sets of structural break
dates. We allow for both large and small breaks in mean and/or variance, including in the
presence of serial correlation, multiple breaks, and a system of equations.? The Monte
Carlo analysis supports the asymptotic results in the sense that the ILR confidence sets
have the shortest average length even in large samples, while at the same time demon-
strating accurate, if somewhat conservative, coverage in small samples. Bai’s approach
and the extension of it to a broader setting by Qu and Perron (2007a) produce confi-
dence intervals that are longer on average, consistent with the asymptotic results, and
they tend to undercover in small samples, even for moderately sized breaks. Meanwhile,
as emphasized by Elliott and Miiller (2007), their approach always has very accurate cov-
erage in finite samples. However, their confidence sets are much longer on average than
for the ILR approach, including for small breaks and especially for larger sample sizes.

To demonstrate the empirical relevance of the shorter expected length of the ILR
confidence sets, we apply the various methods to make inference about the timing of
structural breaks in postwar U.S. real gross domestic product (GDP) and consumption.
Consistent with the asymptotic and Monte Carlo results, we find the ILR confidence set
for the timing of the so-called Great Moderation in quarterly output growth is about
half the length as for Qu and Perron’s approach. Indeed, the 95% ILR confidence set
is similar to the 67% confidence interval reported in Stock and Watson (2002) based

2Siegmund (1988) also suggests constructing a confidence set using what can be thought of as the
marginal “fiducial distribution” of a break date. In particular, a marginal fiducial distribution of a break
date is equivalent to a Bayesian marginal posterior distribution for the break date given a flat prior and
integrating out other parameters over the likelihood. The motivation for using a fiducial distribution to
construct a frequentist confidence set for a break date, which Siegmund (1988) attributes to Cobb (1978),
ultimately comes from Fisher’s (1930) idea of using fiducial inference to construct a confidence set for a
location parameter. In practice, we find that both methods of constructing sets perform very similarly, but
inverting a likelihood ratio test is far more computationally efficient. Thus, we focus on ILR confidence sets
in this paper.

3Following Elliott and Miiller (2007), we refer to “large” breaks as those that can be detected with near
certainty using a test for structural instability and “small” breaks as those that cannot.
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on Bai’s approach.? The short length of the ILR confidence set supports the idea that
the Great Moderation was an abrupt change in the mid-1980s rather than a gradual re-
duction in volatility, potentially providing insight into its possible sources (see Morley
(2009)). Meanwhile, when taking co-integration between output and consumption into
account, confidence sets for structural break dates are even more precise, consistent
with the findings in Bai, Lumsdaine, and Stock (1998). In addition to the Great Modera-
tion, we find evidence of a large decline in the long-run growth rate of the U.S. economy
in the early 1970s, corresponding to the “productivity growth slowdown,” and another
abrupt decline in long-run growth in the mid-1990s that has not, to our knowledge, been
documented in the literature before.

The rest of this paper is organized as follows. Section 2 establishes the asymp-
totic properties of the likelihood-ratio-based confidence sets for the timing of struc-
tural breaks in parameters from time series regression models. Section 3 presents Monte
Carlo analysis comparing the finite-sample performance of the likelihood-ratio-based
approach to the widely used methods developed by Bai (1997), Qu and Perron (2007a),
and Elliott and Miiller (2007). Section 4 provides an application to the timing of struc-
tural breaks in postwar U.S. real GDP and consumption. Section 5 concludes. Proofs
for propositions and corollaries and additional material are available in supplemen-
tary files on the journal website, http://geconomics.org/supp/186/supplement.pdf and
http://geconomics.org/supp/186/code_and_data.zip.

2. ASYMPTOTICS

In this section, we make explicit some assumptions for which a likelihood-ratio-based
confidence set of a structural break date is asymptotically valid. In particular, we con-
sider Qu and Perron’s (2007a) broad setting of a system of multivariate linear regression
equations with possible multiple breaks in mean and variance parameters. However, it
should be emphasized that this setting encompasses the simpler univariate and single-
equation models that are often considered in structural break analysis (see, for example,
Bai (1997) and Bai and Perron (1998, 2003)).

Our asymptotic analysis proceeds as follows: First, we present the general model and
assumptions. Second, we discuss quasi-maximum-likelihood estimation of the model
and establish results for the asymptotic distribution of the likelihood ratio test of a break
date and a confidence set for the break date based on inverting the likelihood ratio test.

4Stock and Watson (2002) consider the four-quarter growth rate for U.S. real GDP, rather than the an-
nualized quarterly growth rate, as considered here. They discuss that because they use Bai’s approach by
regressing the absolute value of residuals from an autoregression of real GDP growth on a constant and
allowing a break in the constant from the auxiliary regression, the break estimator has a non-Normal and
heavy-tailed distribution, and the 95% confidence interval would be very wide; hence, they report the 67%
interval. Meanwhile, our ILR confidence sets are much more similar to the 95% credibility set for the timing
of the Great Moderation found in Kim, Morley, and Piger (2008) based on the marginal posterior distribu-
tion of the break date given a flat/improper prior for the parameters of a linear time series regression model,
which is computationally (but not conceptually) equivalent to the approach based on a marginal fiducial
distribution suggested by Siegmund (1988).
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2.1 Model and assumptions

We consider a multivariate regression model with multiple structural changes in the re-
gression coefficients and/or the covariance matrix of the errors. The model is assumed
to have n equations with t = 1,..., T observations for which there are m structural
breaks (i.e., m + 1 regimes) at break dates 7 = (71, ..., 7).

Following the notation of Qu and Perron (2007a), the model in the jth regime for
j=1,...,m+ lisgiven by

=, ®z)SBj+u, forrji_j<t=m, (1)

where y; is an n x 1 vector, z; = (z1;, ..., zg)" is a g x 1 vector of regressors, B; is a p x
1 vector of regression coefficients, and u, is a n x 1 vector of errors with mean 0 and
covariance matrix 3;. The matrix S is a selection matrix for regressors z;. It consists of 0
or 1 elements and has the dimension ng x p with full column rank.® Also, it is possible
to impose a set of & cross- and within-equation restrictions across or within structural
regimes in the general form of

g(B, vec(2)) =0,

where 8= (B1,.-.> Bms1), > = (31,..., 2ms1), and g(-) is an A-dimensional vector. For
notational simplicity, we can rewrite (1) as

Ve =x;Bj + uy, 2)

where the p x n matrix x, is defined by x} = (I, ® z})S.

In developing our asymptotic results, we closely follow the assumptions in Bai (1997,
2000) and Qu and Perron (2007a). Let || X ||, = (ZiZjE|Xij|’)1/’ for r > 1 denote the
L, norm of a random matrix X, let (-) denote the usual inner product, let Ay, (2) and
Amax(2) denote the smallest and largest eigenvalues of 3, respectively, and let [-] denote
the greatest integer function. Also, let the true values of the parameters be denoted with
a superscript 0. Then the assumptions are given as follows.

AssumpTIiON 1. For j=0,1,...,m + 1, T? = [T)\?] with \Y =0 < )\(1’ << )\9,1 <
0 _
/\m+1 =1
0
. ) 0_ 0 ) T/',1+1j , a.s. 0
ASSUMPTION 2. Forj=1,...,m+1andl; < T T (1/1;) x Zt:ﬁ.{lﬂ XX, — Hj

as l; — oo with H}) a nonrandom positive definite matrix not necessarily the same for

5For example, suppose there are two equations (n = 2) and three regressors (g = 3). If the first and second
regressors are used in the first equation, and the first and third regressors are used in the second equation,
the selection matrix S would be specified as

coo
oo o

1
00
0

Note that if all the regressors are included in each equation, ng = p and S =1,.
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all j. In addition, for AT? = 7;? — r?_l, as AT? — oo, uniformly in s € [0, 1], (1/AT?) x

0 0
7! +[sAT?]

> xyx, — sHY.
t:TJ-71+1 p ]

AssumpTION 3. There exists Iy > 0 such that for all | > Iy, the matrices (1/1) x
0

0
0+l ™ - .
Zt’:TQthx; and (1/1) x Z[]:TQ_J x:x, have the minimum eigenvalues bounded away
J

fromzeroforallj=1,...,j.
AssuMPTION 4. The matrix Zi:k x¢x, is invertible for | — k > kg for some 0 < k¢ < oc.

AssuMPTION 5. If x,u, is weakly stationary within each segment, then the following
statements hold:

(@) For F; = o-field {...,x;_1,%x¢, ..., u;_p,us_1}, {x:us, Ft} form a strongly mixing
(a-mixing) sequence with size —4r/(r — 2) for somer > 2.

(b) Forallt, E(x;u;) =0and ||xusll2rr6 < M < oo for some 8 > 0.

0
. ' _ Tj_]+l+k
(c) Letting Sy j(l) = Z[:T;LIHH

var({e, Sx,;1(0))) > v(k) for some function v(k) — oo as k — oo.

xiuy, j=1,...,m+ 1, for each e € R" of length 1,

Alternatively, if x;u, is not weakly stationary within each segment, assume (a)—(c) hold
and, in addition, there exists a positive definite matrix () = [w; ;] such that, for any i, s =
1,..., p, we have, uniformly inl, that |k*1E((Sk,j(l),vSk,j(l)s) —w;| < Cyk=V for some C,
and ¢ > 0.

AssuMPTION 6. Assumption 5 holds with x,u, replaced by u; or usu; — Z?for Ti1<t=T
(G=1,...,m+1).

AsSUMPTION 7. The magnitudes of the shifts satisfy ABr,; = BY. ;. — BY.; = vrd; and
At ;= 2‘}, 1~ 2%, j=vr®;, where (5, ®j) # 0 and they are independent of T. Moreover,
vr is a sequence of positive numbers that satisfy vy — 0 and T'/?vr/(log T)*> — oo. (Note

that, for simplicity, we use ,8? and 29 from now on, suppressing the subscript T.)

AssUMPTION 8. The true parameters (B°, 3°) € ® with © = {(B,3):|IB]l < c1, Amin(Z) >
€2, Amax(2) < c3} for some c; < 00,0 < ¢ < 3 < 0.

While building off of earlier work by Bai (1997, 2000), this particular formulation of
assumptions is drawn directly from Qu and Perron (2007a) and is discussed in detail
in their paper. However, we provide a brief explanation here. Assumption 1 restricts the
break dates to be asymptotically distinct. Assumption 2 is used for the central limit theo-
rem and allows the regressors to have different distributions across regimes, although it
excludes unit root regressors and trending regressors. Assumption 3 requires that there
is no local collinearity in the regressors near the break dates. Assumption 4 is a standard
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invertibility condition to ensure well defined estimates. Assumptions 5 and 6 determine
the structure of the x;u; and u; processes, and imply short memory for x,;u; and u,u;,
with bounded fourth moments. These assumptions guarantee strongly consistent esti-
mates and a well behaved likelihood function while, at the same time, they are mild in
the sense of allowing for substantial heteroskedasticity and autocorrelation, and encom-
passing a wide range of econometric models. Assumption 7 implies that although the
magnitude of structural change shrinks as the sample size increases, it is large enough
that we can derive limiting distributions for estimators of break dates that are indepen-
dent of the exact distributions of regressors and errors. This assumption follows from
Picard (1985) and Bai (1997), among many others, although Elliott and Miiller (2007)
make the assumption that v shrinks at a faster rate in their analysis so as to consider
a smaller magnitude of break. Finally, Assumption 8 implies that the data are generated
by innovations with a nondegenerate covariance matrix and a finite conditional mean.

2.2 Estimation, likelihood ratio, and likelihood-ratio-based confidence set

As discussed in Qu and Perron (2007a), and building on the results in Bai, Lumsdaine,
and Stock (1998) and Bai (2000), the parameters for the model in (2) can be consistently
estimated by restricted quasi-maximum-likelihood estimation with the likelihood con-
structed based on the (potentially false) assumption of serially uncorrelated Normal er-
rors. Specifically, the quasi-likelihood function is

m+1 Tj
Lr(n =[] [ fouxsBiZp,
j:l tZTj_l"rl

where
. 2 1 1 / 271 /
Flxe: Bj, 2j) = WGXP _E(y[ — X, Bj) i (v — x;Bj) { -
Let I7(7, B, 3) be the natural logarithm of the quasi-likelihood function L (7, 8, 3):

Ir(7, B, %)
=logL7(7,B,3)

:mf Z 2 log(2m) — 5 log 1 - 5 (v — X{B) 35" (v~ x1))
2 g 2 g ] ZYt tPj fi yt (B .

j:l t:Tj_1+1

The estimates for (7, 8, Y) are found by maximizing the quasi-log-likelihood function
subject to the restrictions g(, vec(2)) =0,

A A

(7, B, %) =arg max I'7(t, 3, 3), 3)

(7,8,

where I.(7, B, 3) = I7(7, B, 2) + N'g(B, vec(2)). We also assume that this maximization
is taken over all partitions from a set of break dates 7 = (71, ..., Tm) = (TA1, ..., TAn),
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where (A1,...,Am) € Ae = {(A1, .., Am)i [Ajp1 — Aj| > €, A1 2 €, Ay <1 —€} and e is a
trimming fraction that imposes a minimal length for each regime.

Qu and Perron (2007a) establish the same rate of convergence for parameter esti-
mates in this setting as is found in much of the previous literature on structural breaks
(e.g., Bai (1997, 2000), Bai and Perron (1998), and Bai, Lumsdaine, and Stock (1998)).
Specifically, for j=1,...,m, va(%j - 7?) =0p(1),andforj=1,...,m+1, ﬁ(Bj - ,8(;) =
0p(1) and «/T(ﬁj - EJQ) = 0,(1) (see the proof of Lemma 1 in Qu and Perron (2007b)
for more details). Based on this result, we study the limiting distributions by using the
restricted log-likelihood function in a compact set of the parameter space in the neigh-
borhood of the true parameter values. In particular, we take the arg max of /.(7, 8, 3)
over the compact set Cys, where

CM={(T,B,Z):UZT|TJ~—T?|5Mf0rj=1,...,m,
NT(Bj—BY)| <M, |[VT(2; - 3| <Mforj=1,...,m+1]}

and M is a fixed positive number that is large enough to be equivalent to taking the arg
max in an unrestricted set because the estimates will fall in Cys with probability arbitrar-
ily close to 1 (see also Lemma 1 in Qu and Perron (2007b)).

Motivated by Siegmund (1988), we propose confidence sets for the break dates
(t1,...,™m) based on inverting likelihood ratio tests. Let l]’.(rj) denote the natural log-
arithm of the profile likelihood function for the jth break date subject to the restrictions

g(B,vec(2)) =0:
I(rp) = I Bi(rj), 35y, Bt (7). 2t (7))

7

n 1
max ——log(2m) — = log|%;|
<ﬁj,zj,ﬁj+1,zj+1>t:§ +1{ 2 2 !

1
— 5 (= xiBj) 37 (v - XQBj)}

i
n 1 1 _
+ Z {_5 log(2m) — 3 log | 1] — i(yt - x/tﬁj+1)2j+ll()’t - x;Bj+1)}
t:Tj+1

+ XNg(B, vec(d)).
Given this profile likelihood, we construct a 1 — « confidence set for the jth break date by
inverting the a-level likelihood ratio test of Hy:7; = 7-? sequentially for different values
of i

LR; (7)) = —=2[5(7)) — I}(#))], @)

where l;(%j) = maxg, l;(‘rj) and 7; = arg max, l]’-(rj).
In practice, to construct confidence sets for break dates by inverting likelihood ra-
tio tests, we first need consistent estimates of the number of breaks, 7, the break dates
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(715 ..., 7}, ..., Tm), and the regression parameters under the alternative. We obtain these
based on the procedures in Qu and Perron (2007a). Given these estimates, we then pro-
ceed as follows for each break j=1, ..., m.

Step 1. Calculate the critical value, k., j, for an a-level likelihood ratio test of a break
date (see Proposition 1 below).

Step 2. Invert a sequence of tests for all hypothesized dates Tf within the trimmed
subsample (7;_1 + €T, 7;11 — €T) by computing the likelihood ratio value LR ( 7-]}.’) in (4)
where € is the same trimming fraction used in estimation and the relevant regression
parameters are reestimated for each hypothesized date.®

Step 3. Include the hypothesized date 1-]’.’ in the level 1 — « confidence set for the jth
break date if LR j(Tjh) < Kq,j and exclude it otherwise.

For this procedure, we establish some asymptotic results relating to the distribution
of the likelihood ratio statistic and the expected length of the likelihood-ratio-based con-
fidenceset. Letting n; = (01,4, ..., Nn,t) = (E?)‘l/zu, fort e [7?_1 +1,7%andj=1,...,m,
and assuming that E[nx ;m;,m4,] =0 for all k, [, h and for every ¢, we define the follow-
ing terms and then present two propositions:

1/2 -1 —-1/2
By j=(39)"%(2Y,,) 7 As;(39) 7,

Byj=(3%,,) "2 (39)"as;(s9,,)

] j+1

0
T

0= plim(Tg - T?_l)_l Z xt(zgﬂ)_lx;,

T—o0

t:r}ll+1
1 i 1
Qaj=plim(r},, — 7))~ Y x(3}) x,
T—o00 t:*r})—i-l
— 7';.)
. ~1/2 -1 172

I, j = lim var (7 —70_) / > x(39,) (2 / n,“,

—t:TO +1

— 00

j+1
. —-1/2 -1 1/2
= g v =) 2wl o) |

0= Tlim var Vec|:(r? - 7?_1)_1/2 Z (mim) — 1)] },

— 0
t:T}._]-i—l

6When computing the likelihood ratio for the jth break date, the estimates of the regression parameters
and the break dates for the breaks i # j are fixed.
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0
T+l
. 0 0\—1/2
!2271-:T1Lmoovar{vec|:(7j+1—Tj) Z (nm;—l):”,
=941
j
12
Fl,j = <Z VeC(Bl,j)/-Q(l)’j vec(Bl,j) + A,B;Hl,jAB]) .
12
Ip) i= (— VeC(Bz,j)/.Qg’j VEC(BZ,]‘) + A,B}HZJAB]) .
1 2 /
11/1’]' = 3 U'(BL]-) + ABle,jABj .
1 2 /

ProposiTION 1. Under Assumptions 1-8, with = denoting weak convergence under the
Skorohod topology, the likelihood ratio statistic for the jth break date has the limiting
distribution as follows:

w1,j(— v +2Wj(v)) forve (—o0,0],

)
w2, j(—Ivl + 2Wj(v))  forv e (0, 00),

LR]‘(T?) = f:ml?x{

where Wj(v) is a standard Wiener processes defined on the real line,

2 2
Wl i= —Fl’j and wy ;= —Fz’j
1,]_11,1],’ 2,]_11,2]

The distribution function of ¢ is

pisn=(o-sn{-52))(-(-52)
»J »J

Then, using (6) to solve for the critical value k. ; of an a-level likelihood ratio test of a
break date, a1 — a likelihood-ratio-based confidence set for 7; is given by

Cj,lfa = {TjZLRj(Tj) < Ka,j}.

Proposition 1 establishes the asymptotic distribution of the likelihood ratio test for
a break date and shows how to calculate a confidence set based on inverting the like-
lihood ratio test. Note that the simpler distribution max, —%Ivl + W (v) was studied in
Bhattacharya and Brockwell (1976), but the scaling factors w,; and w; ; generally make
the distribution of the likelihood ratio statistic asymmetric when allowing for different
distributions of regressors and/or errors before and after the structural break. Note that
w1,j and w, ; are replaced by consistent estimates from (3) in practice, and the calcula-
tion of a critical value using (6) is straightforward (see the proof for more details). Also, it
should be noted that the likelihood-ratio-based confidence set in Proposition 1 is con-
structed under the assumption that the magnitude of the break AB7 ; — 0 and AY7 ; — 0
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as T — oo, so the actual coverage should exceed the desired level 1 — « for a given fixed
magnitude of break, at least for Normal errors (see Hansen (2000)).

ProPOSITION 2. Under Assumptions 1-8, the expected length of a 1 — a likelihood-ratio-
based confidence set is

. - Ka,j
212 /w2 V1 = exp ——2 Rl _ (1 —exp( ——2J
( 17]/ 1’])( eXp( 2(1)1,] 2(1)],] 2 eXp 2(0]7]
. : 1 Ky i
212,92 ) (1= exp( =2l ) )] 2L — S (1 —exp( —=2L ) ).
+ (271/ 2,1)( eXP( 2(,1)27]' 2(,1)2’]' 2 eXp 2602,]‘

Proposition 2 establishes the expected length of a 1 — « likelihood-ratio-based confi-
dence set. The length is calculated by measuring the expected size of the set of 7;’s such
that LR;(7;) < kq,j. Note that Siegmund (1986, 1988) considers a related calculation us-
ing Brownian motion with a break in drift as

dX(t)y=pu dt+dw () ift<°,
dX (1) = padt +dW () ift> 7",

where i # u and the Brownian motion is assumed to approximate the simple change-
point model of independent Normal observations with a one-time break in mean. For
his analysis, the magnitude of the break is assumed to be fixed and known, while a vari-
ance of unity is also assumed to be known. In this case, Siegmund shows that the like-
lihood ratio statistic LR]'(TO) can be approximated by the distribution of max, 2(—% lr| +
W (r)). In our case, by contrast, we derive the asymptotic distribution of the likelihood
ratio statistic for a more general setting with parameter and break date estimates that do
not depend on the exact distributions of the regressors and the errors. Thus, a shrink-
ing magnitude of break, as in Bai (1997), is required for the development of the limiting
theory. Importantly, the distance between the break dates under the null and the alter-
native hypotheses is scaled using a change in variables to obtain the distribution in (6).
As aresult, v in max, —|v| + 2W (v) is not the distance between two break dates. Instead,
we calculate expected length based on the distribution of max, —|v| + 2W (v) for v > 0
and v < 0, respectively, and rescaled by (1“12,]./11’12,].) for 7j < T? and (Fz%j/Wij) for rj > T?.
Thus, the likelihood ratio statistic is invariant to the scales for the break dates (I’ 12, i / llfi ].)
and (I’ 2% i / Wi ].), but the distance between break dates is not invariant to the transforma-
tions and should be taken into account for the calculation of length (see the proof for
more details).

In the following two corollaries, we consider simplified cases for either breaks in con-
ditional mean or breaks in variance, and solve for the simplified asymptotic distribution
of the likelihood ratio statistic for a break date, critical values, and expressions for ex-
pected length.
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CoRrOLLARY 1. Under Assumptions 1-8, and, additionally, if (i) there are only changes in
conditional mean and (ii) the errors form a martingale difference sequence, then for the
jth break date, w1, = w; ;=1 and

LR;(7)) = max—|o| +2W(v) forve (—o0,00).
Also, the asymptotic critical value of a 1 — a likelihood-ratio-based confidence set is

Ka,j=—2log(1— (1 —a)'/?)

and the expected length of the confidence set is

1 1 Ka,j Ka,j 1 Ka,j
(AB}QlABj i AB}QzABj)Z(l_eXp<_T>>{7_5<1_6Xp<_7>)}

or, equivalently,

1 1 )
+ 2(1— 1/2{_1 I— (12— 21— 1/2}‘
<AB;-Q1AB]~ AB;QZAB,.)( @2 ~log[1 - (1 -] = S(1- )

REMARK 1. If, in addition to the assumptions in Corollary 1, the distribution of the re-
gressors is stable, Q =11 ; = Q1 j = II; j = 0> ; and w1, ; = wy ; = 1. Thus, the expected
length of the confidence set would further simplify to

(35055 )= ()5 20 oo (-5))

or, equivalently,

# _ 1/2) _ _ 1/2_1 _ 1/2}
<AB}QAB,~>4(1 @) { log[1— (1 —a)"/?] 2(1 a)/e Y.

The asymptotic critical value is the same as in Corollary 1.

REMARK 2. If we replace the assumption of martingale difference errors in Remark 1
with the assumption that the errors are identically distributed, IT = lim7_, o, var{T /% x
[Zthl x,(EO)*l/zn,]}, Q = plimT_)oo T71 Zthl x,(EO)*lx;, and W], = W2 = Wj =
A ITAB;
AB;OAB;
setis

. Thus, the asymptotic critical value of a 1 — « likelihood-ratio-based confidence

Ka,j = —20; log(l —(1- a)l/z)

and the expected length of the confidence set is

ABIITIAB; (. R \\ [ Kei _ 1, Kaj
(AB/QAB;)? ( —exp(—z—wj)>{2—wj—§< _eXp<_2_w,->>}
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or, equivalently,

ABITAB

1
Y _ 1/2) _ _ _ 127 _ = _ 1/2
(AB}QAB]')24(1 @) { log[l (1-a) ] > 1—-aw) }

COROLLARY 2. Under Assumptions 1-8, and, additionally, if (i) there are only changes in
variance and (ii) the errors are Normally distributed, then for the jth break date, w1 ; =
wy,j=1and

LR;(7)) = max—[v|+2W(v) forve (~o0,00).
v
Also, the asymptotic critical value of a 1 — a likelihood-ratio-based confidence set is

Ka,j=—2log(1— (1 —a)'/?)

and the expected length of the confidence set is

2 2 Ka,i Ko i 1 Ko i
—~ Y2(1= ) a’l__<1_ (_ cn/))}
<tr<B%>+tr<B§>) ( eXp( 2 >>{ 2 20 TP\

or, equivalently,

2 2 1
— )21 - 1/2{—1 1-1-a]--a- 1/2}.
<tr(B§) +tr(B§)) (1=a og[l = (1 -] =5 (1 ~a)

In the simplified cases of Corollaries 1 and 2, the critical values for the likelihood
ratio test of a break date are the same as reported in Table 1 of Hansen (2000) for a like-
lihood ratio test of a threshold parameter. These values are 5.94, 7.35, and 10.59 at the
10%, 5%, and 1% levels, respectively. Meanwhile, the simplified expected length expres-
sions again make use of results in Siegmund (1986, 1988) and allow for easy comparison
with the expected lengths of the confidence intervals in Bai (1997) and Qu and Perron
(2007a), as is done throughout the next section.

3. MoONTE CARLO ANALYSIS

In this section, we present extensive Monte Carlo analysis of the finite-sample perfor-
mance of competing methods for constructing confidence sets of structural break dates.
In addition to the likelihood-ratio-based approach proposed in the previous section, we
also consider the methods developed by Bai (1997), Qu and Perron (2007a), and Elliott
and Miiller (2007). For brevity, we omit many of the details of these widely used meth-
ods and encourage interested readers to consult the original papers. However, we pro-
vide some background for these other approaches in the following subsection to help
motivate our Monte Carlo experiments and facilitate interpretation of our results.
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3.1 Widely used methods for constructing confidence sets of structural break dates

Bai (1997) solves for the distribution of the least squares break date estimator using
asymptotic analysis for a slowly shrinking magnitude of break. In terms of the notation
in the previous section, he assumes that v; — 0 and vy 7¢ — oo for some ¢ € (0,1/2)
when A = vr§, where the break subscript is dropped from Ag; and §; for convenience
given the assumption of only one break. His confidence intervals are constructed based
on the asymptotic distribution of this break date estimator. Bai’s approach is designed
for univariate analysis under fairly general assumptions about the error term and even
allowing for the possibility of a deterministic time trend regressor. His approach has
been generalized to more complicated settings of multiple breaks and multivariate mod-
els (see Bai, Lumsdaine, and Stock (1998), Bai and Perron (1998, 2003), Bai (2000), and
Qu and Perron (2007a)).

Qu and Perron (2007a) consider a system of multivariate linear regression equations
with potentially serially correlated errors, and allow for multiple breaks in mean and
variance parameters. To calculate a confidence interval for jth break date, they construct
a Bai-type confidence interval based on a statistic with a nonstandard distribution

2 .
#(% —T79) = argmsaxZ(s), (7)
Lj

where

—1|S| +Wi(-s) ifs<0,
Z(s)=41 2 (8)

—%|s| + JoWr(s) ifs>0,

with Wj(s), i = 1,2, denoting two independent standard Wiener processes defined on

w2 2 . . . .
[0, 00], s = ﬁ, @ = %, and ¥ jand I;;, i =1, 2, as defined in the previous section. The
1j 1,j

confidence intervals are then constructed using least squares estimates and equal-tailed
quantile values,

2 2
|:€'— Fl’j xq(l—a/2),7— Fl’j X q(a/Z)}
2 ’ 2 ’

Wl’j 11[1,1'

where ¢(-) is the quantile function for the nonstandard distribution in (7).7
Bai’s confidence interval is a special case of Qu and Perron’s confidence interval un-
der the following assumptions: (i) no break in variance, (ii) a single break (m = 1), and

(pz . / 2 ’
(iii) single equation (n = 1) in (1). In this simplified case, ﬁzj = (AA%%AA%) , Q= ﬁg,gﬁg,

/ ’.
ﬁg,gfig .8 Furthermore, when regressors and errors are stationary across regimes

ands =

“The quantile function g(-) can obtained from the cumulative distribution function (CDF) G(x) for
argmax; Z(s) shown in Bai (1997). Note that this is different from the CDF for max; Z(s) that we use to
construct the likelihood-ratio-based confidence set.

8Note that Q; and II; are normalized by the conditional variance, as in Qu and Perron (2007a), but dif-
ferent from Bai (1997).
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(i.e., O = 01 = Oy and IT = Q), the asymptotic expected length of Bai’s confidence inter-
val is given by

2@ x q(1 —a/2),

where the quantile function ¢(-) is determined by (8) under more simplifying conditions
that ¢ =1 and s = 1. For example, the asymptotic expected length of the confidence in-
terval at 95% confidence level is approximately 22 x m. Notably, this is almost
twice the asymptotic expected length of approximately 12 x (AB’]W for the equivalent
95% likelihood-ratio-based confidence set implied by Corollary 1 in the previous sec-
tion. It is also worth noting from these expressions that the asymptotic expected length
depends on the squared magnitude of the break relative to the variance of the errors,
which implies that the expected length will increase in proportion to the sampling fre-
quency (i.e., it will be three times the length in terms of monthly observations as for
quarterly observations, corresponding to the same length of calendar time).

Elliott and Miiller (2007) take a different approach than Bai (1997) and propose con-
structing a confidence set (not interval) for a break date based on the inversion of a
sequence of tests for an additional break given a maintained break date. The validity of
their approach is established using asymptotic analysis for a quickly shrinking magni-
tude of break (i.e., AB = 67~1/2). They argue that Bai’s approach has poor finite-sample
performance due his asymptotic analysis based on a slowly shrinking break being inap-
propriate for the moderately sized breaks that appear to occur in practice. It should be
noted, however, that the use of a slowly shrinking break, originally proposed by Picard
(1985), is common in the literature on structural breaks, including in Qu and Perron
(2007a) and in our asymptotic analysis in the previous section as well. Meanwhile, it
should also be noted that because Elliott and Miiller’s approach is based on tests for an
additional break, it is only suitable for a one-time break and cannot be generalized to
multiple breaks, unlike in Bai and Perron (1998) for Bai’s approach or the likelihood-
ratio-based approach proposed in this paper.

3.2 Experiments

For our Monte Carlo experiments, we calculate the effective coverage rates and aver-
age lengths of confidence sets (or intervals) for break dates based on 1000 replications
given data generating processes involving structural breaks. We first consider a simple
univariate model with one break in mean and/or variance. Then we consider extended
models with multiple breaks or a system of equations.

3.2.1 A simple univariate model with one break in mean and/or variance For the ex-
periments assuming one break in mean and/or variance, the general univariate model
for our data generating process is given by

yi=2z;B1+ z,ABL[t > T + uy, 9
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where u, = (/31 + (2, — 31t > 7])ey, e ~iid. N(0, 1), 1[-] is an indicator function,
and 7 = [rT] with r denoting the true break point fraction. Unless otherwise specified,
wesetz;, =1, 81 =0,and r =0.5.

Our first experiment considers large-sample coverage rates and lengths of confi-
dence sets for a large slowly shrinking break in mean. Given the large samples, this ex-
periment is designed to verify our asymptotic analysis. Meanwhile, the break is “large”
in Elliott and Miiller’s (2007) sense that its existence would be reliably detected with a
test for the presence of a structural break. We parameterize a slowly shrinking break in
mean as AB = 8/ T'/4, with 8 = 5, which implies AB = 1.06 for T = 500 and AB = 0.89 for
T = 1000. Given fixed variance 3| = 3, = 1, a break magnitude of close to 1 is roughly
calibrated to the estimated reduction in the long-run growth rate of the U.S. economy
in the early 1970s when measured relative to the volatility of consumption growth in our
application in the next section.? For each simulated sample, we estimate the parame-
ters of a restricted version of the model in (9) with a fixed variance. Estimation is via
maximum likelihood, assuming one break with 15% trimming at the beginning and end
of the sample period (i.e., the inner 70% of the sample period provides the admissible
set of break dates for estimation and calculation of the ILR confidence sets). In this ex-
periment, Bai’s approach and Qu and Perron’s approach are equivalent and are referred
to by the label “Bai/QP” hereafter. For convenience, we also refer to Elliott and Miiller’s
approach by the label “EM” hereafter.

Table 1 reports the results for the first experiment. Even with such large sample sizes,
the ILR confidence sets overcover at the 90% and 95% levels.!? Bai/QP confidence inter-
vals are also somewhat conservative, while the EM confidence sets have very accurate
coverage. All three approaches have accurate coverage at the 99% level. Unlike with un-
dercoverage, conservative confidence sets are not, in themselves, a problem as long as
they are informative. So the key result in Table 1 is that even though the ILR confidence
sets overcover somewhat in large samples, they always have the shortest average length
and are, therefore, the most informative.

The average lengths in Table 1 correspond closely to the asymptotic expected lengths
for both the ILR and Bai/QP approaches.!! In practice, the average lengths are slightly

9From Table 9, the implied reduction in 1972Q4 is 0.89 based on the estimated reduction in long-run
growth and the conditional standard deviation of consumption growth. Ideally, we should standardize the
magnitude of a break by the “long-run standard deviation” based on the spectral density at frequency zero.
However, assuming consumption growth has little or no persistence, the conditional standard deviation
provides a reasonable approximation.

10Although we are considering a slowly shrinking magnitude of break across the different sample sizes
in this Monte Carlo experiment, the break for any given sample size is, of course, of fixed magnitude. Thus,
if the asymptotic distribution of the likelihood ratio statistic for a slowly shrinking magnitude of break pro-
vides an upper bound on the distribution of a fixed magnitude of break, as it should according to Hansen
(2000) under Normal errors, we would expect the coverage to be conservative for any given experiment.

11t should be noted that the asymptotic expected length calculations depend on the fixed magnitude of
the change in mean for the ILR and Bai/QP approaches. Therefore, under a shrinking break, the asymptotic
lengths get longer with the sample size. For the EM approach, expected length always increases with sam-
ple size, including given a fixed magnitude of the change in mean. So we cannot calculate an asymptotic
expected length for the EM confidence sets.
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TaBLE 1. Large-sample coverage rates and lengths of confidence sets for a large slowly shrinking
break in mean.

T =500 T =1000
Coverage Average Asymptotic Coverage Average Asymptotic
Rate Length Length Rate Length Length
(a) 90% Confidence Level
ILR 0.95 11.09 8.47 0.94 14.36 11.98
Bai/QP 0.93 16.68 14.00 0.91 22.33 20.00
EM 0.90 34.83 - 0.90 56.50 -
(b) 95% Confidence Level
ILR 0.97 13.89 11.12 0.97 18.20 15.73
Bai/QP 0.97 22.69 20.00 0.95 30.77 28.00
EM 0.95 43.06 - 0.95 69.34 -
(c) 99% Confidence Level
ILR 0.99 20.28 17.08 0.99 27.04 24.16
Bai/QP 0.99 38.25 36.00 0.99 52.71 51.00
EM 0.99 58.79 - 0.99 93.59 -

Note: Coverage rate and average length based on 1000 Monte Carlo replications assuming one break, where coverage refers
to the inclusion of the true break date in a confidence set. Asymptotic length is based on analytical results for expected length
discussed in Sections 2.2 and 3.1. ILR refers to inverted likelihood ratio, Bai refers to Bai (1997), QP refers to Qu and Perron
(2007a), and EM refers to Elliott and Miiller (2007). In terms of the model in (9), the break in mean is set at A = §/ T1/4 with
6 =35, which implies AB = 1.06 for T =500, AB = 0.89 for T = 1000, and the variance fixed at 3; =3, =1.

longer than the asymptotic lengths, which could be due in part to the overcoverage dis-
cussed above. But it is also related to the fact that the analytical expressions for the
asymptotic expected length are for a continuous measure, while the average length cap-
tures the number of discrete periods in finite samples. By including an entire discrete
time period instead of fractions of periods in a set, there is a natural rounding up in
the average length relative to the asymptotic length. This rounding up will be more se-
vere given disjointed sets, which occur for the ILR approach, but not for the Bai/QP ap-
proach. The main point, however, is that the ratio of average lengths for the competing
methods converges to the ratio of asymptotic expected lengths as the sample size gets
larger. The average lengths for the Bai/QP approach are much longer and sometimes
twice as long as for the ILR approach. Meanwhile, even though we cannot calculate the
asymptotic expected length for the EM approach, the average lengths for it are gener-
ally at least three times as long as for the ILR approach. Thus, the ILR confidence sets
perform best and it is not just a small-sample issue.

A natural question is why does the ILR approach perform so much better than the
Bai/QP approach asymptotically? Both methods are based on inverting a test of a hy-
pothesized break date. However, in the nonstandard environment of a test for a break
date, the likelihood ratio (LR) test turns out to be more powerful than the Wald-type test
used to construct the Bai/QP confidence intervals. Figure 1 displays empirical power
functions for 5% tests of a hypothesized break date given the same data generating pro-
cess and sample sizes considered in Table 1. The LR test clearly has a lot more power
than the Bai/QP test against hypothesized break dates that are close to the true break
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Ficure 1. Empirical power functions for 5% tests of a beak date given a large slowly shrink-
ing break in mean. Notes: Empirical rejection rates for tests of a hypothesized break date up to
50 periods away from the true break date based on 1000 Monte Carlo replications. LR refers to
likelihood ratio, Bai refers to Bai (1997), and QP refers to Qu and Perron (2007a). In terms of the
model in (9), the break in mean is set at AB = 6/ T/* with 6 = 5, which implies AB = 1.06 for
T =500, AB =0.89 for T = 1000, and the variance fixed at 3y = 3, = 1.

date.'? Thus, the ILR confidence sets can exclude a lot more break dates than the Bai/QP
confidence intervals. Hence, their shorter average lengths.

Next, we consider small-sample coverage rates and lengths of 95% confidence sets
for large fixed-magnitude breaks in mean and/or variance. This experiment is designed
to capture how different methods would perform given empirically relevant sample sizes
of T =100, 200, 300 and when the magnitude of break is a fixed quantity, as it would be in
reality. In terms of the model in (9), the break in mean only is set at AB = 1, with the vari-
ance fixed at 3y = 3, = 1. Again, this is roughly calibrated to the estimated productivity
growth slowdown in the U.S. economy relative to the volatility of consumption growth.
The break in variance only is set at 31 = 1.5, 3, = 0.5 with AB = 0. This corresponds to
a 40% reduction in the standard deviation, which is roughly calibrated to (albeit a bit
smaller than) the estimated reduction of 50% or more in output growth volatility in the
mid-1980s reported in many studies and also found in our application in the next sec-
tion. The break in both mean and variance is set at AB = 0.5 and 31 =1, 3, = 0.5, which
corresponds to somewhat smaller individual breaks, but their combined effect is such
that the asymptotic expected lengths are similar to the other two cases. For each simu-
lated sample, we again estimate the parameters of the model in (9) by imposing a fixed
variance in the case of a break in mean only and a fixed mean in the case of a break in
variance only. As before, estimation is via maximum likelihood assuming one break with
15% trimming.

Table 2 reports the small-sample results for the breaks in mean and/or variance. As
in the large-sample experiment, the 95% ILR confidence sets for a break in mean over-

12The LR test is also slightly undersized at the true break date, corresponding to the overcoverage of the
ILR confidence sets reported in Table 1.
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TaBLE 2. Small-sample coverage rates and lengths of 95% confidence sets for large fixed-
magnitude breaks in mean and/or variance.

T =100 T =200 T =300
Coverage Average Coverage Average Coverage Average Asymptotic
Rate Length Rate Length Rate Length Length
(a) Break in Mean
ILR 0.96 18.35 0.96 16.53 0.98 15.74 12.43
Bai/QP 0.90 22.66 0.92 22.92 0.94 22.90 24.00
EM 0.94 30.05 0.94 33.80 0.95 38.75 -
(b) Break in Variance
ILR 0.96 34.29 0.97 30.69 0.96 29.23 31.08
QP 0.73 58.45 0.74 56.68 0.75 57.23 56.00
(c) Break in Mean and Variance
ILR 0.97 35.99 0.98 37.38 0.98 35.48 29.59
QP 0.84 32.22 0.89 35.41 0.91 36.00 35.00

Note: Coverage rate and average length based on 1000 Monte Carlo replications assuming one break, where coverage refers
to the inclusion of the true break date in a confidence set. ILR refers to inverted likelihood ratio, Bai refers to Bai (1997), QP
refers to Qu and Perron (2007a), and EM refers to Elliott and Miiller (2007). In terms of the model in (9), the break in mean only
is set at AB = 1 with the variance fixed at 3; = 3, =1, the break in variance only is set at 31 = 1.5, 3, =0.5 with A3 =0, and the
break in mean and variance is set at A3 = 0.5 and 3y =1, 3, =0.5.

cover and have the shortest expected length for all three sample sizes T = 100, 200, 300.
Despite having a longer average length than the ILR approach, the Bai/QP confidence
intervals undercover for a break in mean, especially for the smaller sample sizes, while
the EM confidence sets have accurate coverage, but much longer average lengths. Bai’s
approach and the EM approach were both designed for a break in mean only, so for a
break in variance and a break in mean and variance, we compare the ILR approach to the
QP approach only. Again, the QP confidence intervals undercover the true break date, es-
pecially for the break in variance. Even given the small sample sizes, the average lengths
for the ILR and QP methods are generally in line with their corresponding asymptotic
expected lengths, with a slight upward bias for the rounding reason discussed above, es-
pecially for the ILR confidence sets in the case of a break in mean and variance. Indeed,
the QP confidence intervals have slightly shorter average lengths for the smaller sam-
ple sizes in this case, although their undercoverage raises serious concerns about their
usefulness in practice given small samples.

Our third experiment considers small-sample coverage rates and lengths of 95%
confidence sets for a small quickly shrinking break in mean or no break. This experi-
ment is designed to determine how well the ILR approach performs in the setting for
which the EM approach was designed and for which Elliott and Miiller (2007) show
that Bai’s approach performs particularly poorly. Given that the asymptotic validity of
our approach is based on the same assumption as Bai’s approach of a slowly shrinking
break, it is a reasonable concern that our approach might also perform poorly in the
presence of a small break. Meanwhile, an extremely small break is essentially the same
as no break at all, so it is an interesting question as to how different methods perform
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when there is actually no break (i.e., the true number of breaks is misspecified in the
estimated model). We parameterize a quickly shrinking break in mean as Ag = 8/ T'/?,
with 6 = 4. This corresponds to the smallest magnitude of break considered in Elliott
and Miiller’s (2007) Monte Carlo analysis, and implies AB = 0.40 for T = 100, AB = 0.28
for T =200, and AB = 0.23 for T = 300. Given fixed variance 3; = 3, = 1, the magnitude
of the break is similar to the size of the estimated reduction in the long-run growth rate
of the U.S. economy in the early 1970s when measured relative to the volatility of real
GDP growth in our application in the next section.!® As in the first experiment, we es-
timate the parameters of a restricted version of the model in (9) with a fixed variance.
Again, estimation is via maximum likelihood, assuming one break with 15% trimming.
Table 3 reports the results for a small break in mean or no break. In the case of a small
break, the undercoverage of the Bai/QP confidence intervals highlighted in Elliott and
Miiller (2007) is confirmed, while the EM confidence sets again have very accurate cov-
erage.'* However, despite our asymptotic analysis being based on the same assumption
as Bai’s approach of a slowly shrinking break, the ILR confidence sets retain their rel-
atively accurate small-sample coverage properties, with some remaining overcoverage.

TaBLE 3. Small-sample coverage rates and lengths of 95% confidence sets for a small quickly
shrinking break in mean or no break.

T =100 T =200 T =300

Coverage Average Asymptotic Coverage Average Asymptotic Coverage Average Asymptotic
Rate Length  Length Rate Length  Length Rate Length  Length

(a) Break in Mean

ILR 0.96 57.95 77.70 0.95 116.01 155.40 0.96 169.07 358.00

Bai/QP 0.87 93.85 138.00 0.88 186.95 276.00 0.88 261.21 742.00

EM 0.95 76.66 - 0.95 157.34 - 0.96 233.63 -
(b) No Break in Mean

ILR 0.92 67.99 - 0.92 135.39 - 0.91 201.98 -

Bai/QP 0.57 165.71 - 0.60 331.34 - 0.59 491.47 -

EM 0.60 90.11 - 0.59 184.54 - 0.57 280.35 -

Note: Coverage rate and average length based on 1000 Monte Carlo replications assuming one break, where coverage refers
to the inclusion of the true break date in a confidence set when there is a break in mean and to the inclusion of the entire
admissible set of break dates (i.e., inner 70% of the sample period given 15% trimming) when there is no break. ILR refers to
inverted likelihood ratio, Bai refers to Bai (1997), QP refers to Qu and Perron (2007a), and EM refers to Elliott and Miiller (2007).
In terms of the model in (9), the break in mean is set at A = 5/ T1/2 with § = 4, which implies AB = 0.40 for T =100, AB =0.28
for T =200, and AB = 0.23 for 7 = 300, and the variance fixed at 3| = 3, = 1.

13Again from Table 9, the implied reduction in 1972Q4 is 0.46 based on the estimated reduction in long-
run growth and the conditional standard deviation of output growth. Furthermore, because output growth
appears to be somewhat persistent even when accounting for structural breaks in mean, using the condi-
tional standard deviation clearly overstates what the reduction would be relative to the long-run standard
deviation.

14The experiment for T = 100 is essentially the same as the first experiment reported in Table 3 of Elliott
and Miiller (2007). However, Bai’s approach does not perform quite as poorly here. One possible reason is
that we trim the possible break dates to exclude the first and last 15% of the sample period, as is standard
in the structural break literature, while Elliott and Miiller only trim the first and last few observations when
applying Bai’s approach.
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Again, conservative confidence sets are not a problem in this case because the average
length is lowest for the ILR approach. Meanwhile, the fact that the average lengths for the
ILR and Bai/QP approaches are less than the respective asymptotic expected lengths is
likely due to trimming for the ILR confidence sets and the small-sample undercoverage
for the Bai/QP confidence intervals. In the case of no break, we report the coverage rate
in terms of how often the entire admissible set of break dates based on 15% trimming is
included in a confidence set. The idea is that as the magnitude of a break gets smaller
and smaller, a confidence set should get wider and wider until it almost always includes
the entire admissible set. The results in the table confirm that confidence sets do, in-
deed, get wider, with the average length for the ILR approach close to the length of the
entire admissible set, while the average lengths for the Bai/QP and EM approaches are
even longer. Notably, the ILR confidence sets include the entire admissible set over 90%
of the time. By comparison, despite their longer average lengths, the Bai/QP and EM
confidence sets include the entire admissible set only about 60% of the time.

The last experiment that we consider for the simple univariate model allows for se-
rial correlation. For simplicity, we only consider a break in mean and the sample size of
T = 300, which is roughly similar to the number of postwar quarterly observations for
the U.S. macroeconomic time series considered in the application in the next section.
In the first case, we modify the error process to have first-order serial correlation as

M[ZpM[,1+(1—p)€t, ey~ ii.d. N(O, 1)

The break in mean is set at AB = 1, which corresponds to a magnitude of 1 relative to
the long-run standard deviation. This is the same as for the break in mean only in Ta-
ble 2, which is why we have the same asymptotic lengths as before. We consider low
or high persistence by setting p = 0.3 (as in Table 5 of Elliott and Miiller (2007)) or
p = 0.6. In this case, estimation of the parameters of the model in (9) is via quasi maxi-
mum likelihood assuming one break in mean with 15% trimming and we employ a het-
eroskedasticity and autocorrelation consistent (HAC) estimator of the long-run variance
of u; so as to calculate scaled test statistics with asymptotically pivotal distributions
for the purposes of constructing confidence sets. Following Elliott and Miiller (2007)
and Qu and Perron (2007a), we consider the HAC estimator due to Andrews and Mon-
ahan (1992), which would also address heteroskedasticity if it were present, although
we focus on the problem of serially correlated errors in this Monte Carlo experiment.
In the second case, we capture serial correlation as a time-varying conditional mean
for the model in (9) by considering an (autoregressive) AR(1) process with a break in
mean set at AB = ((1 — p) 0)' given z; = (1 y;_1), B1 = (0 p)’, and the variance fixed
at 31 = 3, = (1 — p)%. In terms of the unconditional mean, this break corresponds to
a magnitude of 1 relative to the long-run standard deviation, again implying the same
asymptotic lengths as for the break in mean in Table 2, and we consider low or high per-
sistence by setting p = 0.3 or p = 0.6. In this case, estimation of parameters in (9) is via
conditional maximum likelihood assuming one break in mean with 15% trimming.
Table 4 reports the results for a break in mean in the presence of serial correlation.
Again, the ILR approach performs best with the shortest average lengths despite con-
servative coverage. Serial correlation generally increases the average lengths compared
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TaBLE 4. Coverage rates and lengths of 95% confidence sets for T = 300 and a large break in
mean in the presence of serial correlation.

p=0.3 p=0.6
Coverage Average Coverage Average Asymptotic
Rate Length Rate Length Length
(a) Serially Correlated Errors
ILR 0.98 17.07 0.99 18.16 12.43
Bai/QP 0.95 23.28 0.96 23.00 24.00
EM 0.95 28.20 0.97 69.06 -
(b) AR(1) Model
ILR 0.96 16.18 0.97 15.85 12.43
Bai/QP 0.94 23.49 0.93 22.71 24.00
EM 0.95 45.56 0.95 57.11 -

Note: Coverage rate and average length based on 1000 Monte Carlo replications assuming one break, where coverage refers
to the inclusion of the true break date in a confidence set. ILR refers to inverted likelihood ratio, Bai refers to Bai (1997), QP
refers to Qu and Perron (2007a), and EM refers to Elliott and Miiller (2007). In terms of the model in (9), the break in mean is set
at AB = 1 and the error process is modified to u; = pu,_1 + (1 — p)es, e ~ i.i.d. N'(0, 1), in the case of serially correlated errors,

and the break in mean is setat AB = ((1 — p) 0)’ for z; = (1 y,_;) and By = (0 p)’ with the variance fixed at 3| = 3, = (1 — p)2
in the case of the AR(1) model.

to the corresponding results in Table 2, with higher serial correlation generally having
a larger effect. For the ILR approach, the average lengths are shorter when the serial
correlation is captured in the AR(1) model rather than allowed for in the errors, likely re-
flecting more efficient estimation and less overcoverage. For the Bai/QP approach, there
appears to be slight undercoverage for the AR(1) model that worsens given higher per-
sistence, although the coverage is more accurate when serial correlation is allowed for
in the errors. As always, the EM approach has accurate coverage, although its average
lengths increase a lot when there is high persistence.

To summarize the results from the first four experiments, the ILR approach always
provides the most precise inferences about the timing of structural breaks. It tends to
have conservative coverage, consistent with the analysis in Hansen (2000) for ILR confi-
dence sets of threshold parameters under Normal errors, as are assumed in our Monte
Carlo experiments. The EM approach does remarkably well in terms of coverage rates in
finite samples, but it produces much less precise confidence sets than the ILR approach.
The Bai/QP approach undercovers in smaller samples and typically has wide confidence
intervals. In general, confidence sets become wider as the magnitude of the break gets
smaller. However, in the case of misspecification of the number of breaks, the ILR confi-
dence sets tend to include the entire admissible set while other methods often produce
misleadingly narrow confidence sets in particular samples even though their average
lengths are larger than for the ILR approach.

3.2.2 Extended models with multiple breaks or a system of equations In this subsection,
we consider extended models that allow for multiple breaks or a system of equations. For
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the experiment that allows for multiple breaks in mean and/or variance, the univariate
model for our data generating process is now given by

ye=PB1+AB 11t > 1]+ ABo1[t > T2 ] + uy, (10)

where u; = (/31 + (32 — 31t > 711 + (35 — 3)1[t > T2])es, e, ~idid. N'(0,1), and 7; =
[rjT] with rj, j =1, 2, denoting the true break point fractions. As in most of the previous
subsection, we set z; = 1 and 1 = 0. For the timing of the two breaks, we set r; = 0.3 and
rp = 0.7. Again, for simplicity, we only consider the sample size of 7' = 300. In one case,
we consider two breaks in mean only by setting AB; = 1 and AB; = —1 with the variance
fixed at 3 = 3, = 33 = 1. Thus, these breaks are the same magnitude as the break in
mean in Tables 2 and 4. In a second case, we consider two breaks in variance only by
setting 31 = 1.5, 3, = 0.5, and 33 = 1.5 with AB{ = 0 and AB; = 0. Thus, these breaks are
the same magnitude as the breaks in variance in Table 2. In a third case, we consider
different breaks in mean and variance by setting AB; =1, AB; =0 and 3; = 3, = 1.5,
33 =0.5. The first break in mean is smaller than in Table 2 because of the higher variance
in the first two regimes, while the break in variance is the same magnitude as is Table 2.
Estimation of the parameters in (10) is via maximum likelihood assuming two breaks
with 15% trimming at the beginning and end of the sample period and between break
dates. For simplicity, the true structure of the breaks in terms of whether they are in
mean or variance is assumed to be known and imposed in estimation.

Table 5 reports the results for multiple breaks in mean and/or variance. The ILR ap-
proach continues to perform better than the QP approach. For the case of two breaks
in mean, the 95% ILR confidence sets are extremely accurate and have slightly shorter
average lengths than in the corresponding case for one break reported in Table 2. This
improvement in average length is likely due to more accurate coverage and the trim-
ming given two breaks reducing the size of the admissible break sets. For the case of two
breaks in variance, the ILR confidence sets are, again, slightly shorter than for the cor-
responding case in Table 2, although they still overcover somewhat. The QP confidence
sets again suffer from undercoverage, while still being almost twice the average length
of the corresponding ILR confidence sets. For the case of different breaks in mean and
variance, the ILR confidence sets overcover for the break in mean and the average length
is relatively long compared to the asymptotic expected length. However, the ILR confi-
dence sets remain more precise than the QP confidence intervals, which slightly under-
cover for the break in mean. For the break in variance, both methods perform similarly
to the case of two breaks in variance, with a slight increase in the average lengths. The
general point of this experiment is that the ILR confidence sets remain precise and bet-
ter than the QP confidence sets when there are multiple breaks that occur closer to the
beginning or the end of the sample.

For the experiment that allows for a system of equations, the bivariate model for our
data generating process is given by

yie| _ Bl,1+ABI,11[t>TO]:| I:elzi| |:elt:|NN(0 [1 pD 1
[Y2t}_[32,1+A32,11U>To] Tlew]” Lex lp 1) (1)
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TaBLE 5. Coverage rates and lengths of 95% confidence sets for T = 300 and multiple large
breaks in mean and/or variance.

First Break Second Break
Coverage Average Coverage Average Asymptotic
Rate Length Rate Length Length
(a) Two Breaks in Mean
ILR 0.95 14.01 0.95 14.46 12.43
QP 0.95 24.32 0.95 25.22 24.00
(b) Two Breaks in Variance
ILR 0.96 28.89 0.96 28.36 31.08
QP 0.75 53.50 0.76 53.91 56.00
First Break Second Break
Coverage Average Asymptotic Coverage Average Asymptotic
Rate Length Length Rate Length Length
(c) Different Breaks in Mean and Variance
ILR 0.98 25.70 18.65 0.96 29.09 31.08
QP 0.92 33.55 34.00 0.77 55.42 56.00

Note: Coverage rate and average length based on 1000 Monte Carlo replications assuming two breaks, where coverage refers
to the inclusion of the corresponding true break date in a confidence set. ILR refers to inverted likelihood ratio and QP refers
to Qu and Perron (2007a). In terms of the model in (10), the two breaks in mean only are set at AB; =1 and AB, = —1 with the
variance fixed at 3} = 3, = 33 = 1, the two breaks in variance only are set at 3 = 1.5, 3, =0.5, and 33 = 1.5 with Ay =0 and
AB, =0, and the different breaks in mean and variance are setat AB; =1, A =0and 3| =3, =1.5, 33 =0.5.

where AB; 1 = Bi2—Bi1,1=1,2.Inour simulations, we set 8; 1 =0, i =1, 2, and consider
three different values for correlation between errors across equations of p = —0.3, 0, 0.3.
Again, for simplicity, we only consider the sample size of T = 300. In one case, we con-
sider a break in the mean for the first equation only by setting AB; 1 =1 and AB, ;1 =0.
In a second case, we consider a break in the mean for both equations by setting AB; | =
ABs,1 = 1. Estimation of the parameters in (11) is via maximum likelihood assuming one
break with 15% trimming. Again, the true structure of the breaks in terms of which equa-
tions they occur in is assumed to be known and imposed in estimation.

Table 6 reports the results for a break in mean in a system of equations. Once again,
the ILR confidence sets perform better than the QP approach, with shorter average
lengths and correct coverage. Regardless of its sign, correlation in the errors across equa-
tions reduces the asymptotic expected length when there is a break in one equation only.
The average lengths for both methods reflect this, while the average lengths when there
is no correlation are slightly longer than in Table 2, presumably due to finite-sample un-
certainty about the correlation when estimating the system of equations. In the case of
a break in both variables, the asymptotic expected length is reduced because a break in
both variables is effectively a larger magnitude break. Indeed, when there is no correla-
tion, the asymptotic lengths for both methods reduce by exactly 50%, as would happen
with a doubling of the squared magnitude of a break in a univariate setting given the
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TaBLE 6. Coverage rates and lengths of 95% confidence sets for T = 300 and a large break in
mean for a bivariate model with possibly correlated errors across equations.

p=-0.3 p=0 p=0.3
Coverage Average Asymptotic Coverage Average Asymptotic Coverage Average Asymptotic
Rate Length Length Rate Length Length Rate Length Length
(a) Break in One Equation
ILR 0.98 14.40 11.31 0.98 16.23 12.43 0.98 14.78 11.31
QP 0.96 21.69 22.00 0.96 24.00 24.00 0.94 22.07 22.00
(b) Break in Both Equations
ILR 0.99 5.85 4.35 0.98 8.12 6.22 0.97 10.49 8.08
QP 0.97 9.69 8.00 0.95 12.90 12.00 0.94 15.95 16.00

Note: Coverage rate and average length based on 1000 Monte Carlo replications assuming one break, where coverage refers
to the inclusion of the true break date in a confidence set. ILR refers to inverted likelihood ratio and QP refers to Qu and Perron
(2007a). In terms of the model in (11), the break in mean is setat ABy | = 1, AB, 1 =0 in the case of a break in one equation only
and ABy | = AB; 1 = lin the case of a break in both equations.

scale of the variance. Again, the average lengths drop roughly in proportion to the re-
duction in the asymptotic lengths. However, in this case, the asymptotic lengths depend
on the sign of the correlation. A negative correlation for the errors better identifies the
break date and reduces the asymptotic length because the structural break is assumed
to correspond to a common positive movement in the two variables. A positive correla-
tion increases the asymptotic length because it is harder to identify the break as distinct
from a typical positive co-movement in the two variables due to the errors. The aver-
age lengths again reflect the asymptotic lengths. Overall then, these results support the
findings in Bai, Lumsdaine, and Stock (1998) and Qu and Perron (2007a) that adding
equations to a multivariate model can produce more precise inferences, either given
correlation in the errors when there is a break in one of the equations or given common
breaks across equations, which can be helped or hindered by correlation in the errors,
depending on the common impact of the break.

4. STRUCTURAL BREAKS IN POSTWAR U.S. REAL GDP AND CONSUMPTION

We apply our proposed likelihood-ratio-based method of constructing confidence sets
to investigate structural breaks in postwar quarterly U.S. real GDP and consumption
of nondurables and services. We first consider univariate models of the growth rates
of output and consumption, and then we consider a multivariate model that imposes
balanced long-run growth between output and consumption. The data were obtained
from the Bureau of Economic Analysis (BEA) website for the sample period 1947Q1-
2012Q1.15 Annualized quarterly growth rates are calculated as 400 times the first differ-
ences of the natural logarithms of the levels data.

15The raw data are from BEA Tables 1.1.5 and 1.1.6 for the vintage of April 27, 2012. We need both real
and nominal measures for total consumption and consumption of durables so as to construct a chain-
weighted measure of real consumption of nondurables and services based on Whelan’s (2000) suggestion
of a Tornqvist approximation to the ideal Fisher index.
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4.1 Univariate models

The typical approach to investigating structural breaks is to consider a univariate model.
Although this can be less efficient than considering a multivariate model, as we found
in our Monte Carlo analysis, it has the benefit of making the interpretation of estimated
breaks straightforward. Thus, we begin our analysis with univariate models of output
growth and consumption growth, respectively, as the results will help with understand-
ing the results for the multivariate model presented below.

For the univariate analysis, we assume that log output has a stochastic trend with
drift and a finite-order autoregressive representation. Specifically, our model for quar-
terly output growth is an AR(p) process

p
Ayt:‘yy—kzgy’]Ay[,]-‘rey[, ey[’\’ l.idN(O, 0')%) (12)
j=1

Similarly, we assume log consumption has a stochastic trend with drift and a finite-
order autoregressive representation. Thus, our model for quarterly consumption growth
is also an AR( p) process

P
Acy = yc + Z {C,]’Act,j +ecr, ee~ iid. N(O, 002) (13)
j=1

For lag selection, we employ Kurozumi and Tuvaandorj’s (2011) modified Bayesian in-
formation criterion (BIC) to account for the possibility of multiple structural breaks.
Given an upper bound of four lags and four breaks, with the common adjusted sam-
ple of 1948Q2-2012Q1, we find that the highest lag order selected is p = 1 for output
growth and p =2 for consumption growth.

Figure 2 plots the output growth series over the postwar period. Although the se-
ries clearly resembles the realization of a low-order autoregressive process with fairly
low persistence, the parameters for this process may have changed over time. Applying
Qu and Perron’s (2007a) testing procedure to an AR(1) model estimated over the longest
available sample period for conditional maximum likelihood of 1947Q3-2012Q1 with

Output Growth
ILR — 81:4-86:4
QP e | 69:1-84:1

1945 1955 1965 1975 1985 1995 2005 2015

FiGure 2. U.S. real GDP growth and confidence sets for the AR(1) model. Notes: The sample
period is 1947Q3-2012Q1. ILR refers to inverted likelihood ratio and QP refers to Qu and Perron
(2007a).
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TABLE 7. Autoregressive model of U.S. real GDP growth: 1947Q3-2012Q1.

Regime Break Date LR Growth Rate Largest Eig. Cond. SD
1 3.460 0.330 4.487
1983Q2 2.712 0.538 2.195

15% trimming at the beginning and the end of the sample period and between break
dates, we find evidence of one break (the same as the number of breaks chosen by
the modified BIC statistic mentioned above). The break is estimated to have occurred
in 1983Q2, which corresponds closely to the timing of the so-called Great Moderation
widely reported in the literature (e.g., Kim and Nelson (1999) and McConnell and Perez-
Quiros (2000)). The break is significant at the 5% level and there is no support for an
additional break, even at the 10% level. Estimates for the long-run growth rate, largest
eigenvalue measure of persistence, and the conditional standard deviation are reported
in Table 7.6 Likelihood ratio tests of parameter restrictions suggest that the break cor-
responds to a change in the conditional standard deviation only, which is estimated to
have dropped by more than 50%.'7

The ILR confidence set is also reported in Figure 2. It covers a reasonably short inter-
val of 1981Q4-1986Q1. Notably, as mentioned in the Introduction, this interval is similar
in length to the 67% confidence interval for the Great Moderation reported in Stock and
Watson (2002) based on Bai’s approach. For illustration, we compare our confidence set
to the 95% confidence interval calculated by the QP approach using the same model
and data. As discussed in the previous section, the QP confidence interval is based on
the distribution of the break date estimator, as in Bai (1997), but is also applicable in the
multivariate setting that we consider in the second part of our application. Aside from
any concerns we might have about its finite-sample coverage properties, the QP con-
fidence interval is noticeably wider, running from 1969Q1-1984Q1, thus also including
the possible “productivity growth slowdown” in the early 1970s (see, for example, Perron
(1989) and Hansen (2001)). Therefore, the interval is much less informative about when
the structural break occurred, including whether or not it was abrupt.

Figure 3 plots the consumption growth series. Although consumption is by far the
largest expenditure component of U.S. real GDP it is not as important for quarterly fluc-
tuations in output given the volatility of other components, especially investment. Thus,
it is not a foregone conclusion that consumption growth will exhibit the same volatility
reduction as output in the mid-1980s. Instead, it appears that there are breaks in con-
sumption growth that do not manifest themselves in the overall behavior of aggregate
output. Indeed, applying Qu and Perron’s (2007a) testing procedure to an AR(2) model

16For easy comparison across models, we measure persistence by the (modulus of the) largest eigenvalue
of the companion matrix for the stationary representations of an autoregressive model or a vector error
correction model. For the AR(1) model, this is simply the autoregressive coefficient.

17Note that, for simplicity, we always consider the unrestricted model when constructing confidence
sets, as this allows for a more straightforward comparison of results across models when certain parameter
restrictions are rejected for only one model, but not for another.
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Consumption Growth

NI B g 1o

First Break
ILR P 57:2-69:2
QP  p—q 47:3-60:2
Second Break
ILR FH 1 0732852514
QP — 88:2-94:4

1945 1955 1965 1975 1985 1995 2005 2015

FiGure 3. U.S. consumption growth and confidence sets for the AR(2) model. Notes: The sam-
ple period is 1947Q4-2012Q1. ILR refers to inverted likelihood ratio and QP refers to Qu and
Perron (2007a).

TABLE 8. Autoregressive model of U.S. consumption growth: 1947Q4-2012Q1.

Regime Break Date LR Growth Rate Largest Eig. Cond. SD

1 3.067 —0.044 3.092
1958Q3 3.264 0.511 1.841

3 1993Q3 1.976 0.901 0.951

estimated over the longest available sample period for conditional maximum likelihood
of 1947Q4-2012Q1 with 15% trimming, we find evidence of two breaks (again the same
as the number chosen by the modified BIC statistic) that are estimated to have occurred
in 1958Q3 and 1993Q3, respectively. The breaks are significant at the 5% level and there
is no support for additional breaks at the 10% level. Estimates for the long-run growth
rate, largest eigenvalue measure of persistence, and the conditional standard deviation
are reported in Table 8. Likelihood ratio tests of parameter restrictions for this model
suggest that both of these are breaks in the conditional standard deviation of consump-
tion growth, with the second break also corresponding to a decrease in the long-run
growth rate and an increase in persistence.

The confidence sets for the two structural breaks in consumption growth are also
reported in Figure 3. As with output growth, the ILR confidence sets are shorter than
those based on the QP approach, although the differences in length are not as large as
before. Notably, despite more similar lengths, the confidence sets still have different im-
plications from each other about the timing of the breaks, with the ILR confidence sets
shifted later in the sample period. However, in both cases, the confidence sets exclude
the periods of a possible productivity growth slowdown in the early 1970s and the Great
Moderation in the mid-1980s that correspond to the most widely hypothesized breaks in
U.S. economic activity. Given these apparently different breaks from output growth, it is
an open question as to whether a multivariate model of output and consumption would
lead to different or more precise inferences about structural breaks in these two series,
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as found, for example, by Bai, Lumsdaine, and Stock (1998). We turn to this question
next.

4.2 Multivariate model

Following Cochrane (1994), we assume that real GDP and consumption of nondurables
and services have balanced long-run growth due to a common stochastic trend, possi-
bly reflecting common shocks to productivity as suggested by a stochastic neoclassical
growth model (see Bai, Lumsdaine, and Stock (1998) for a full theoretical motivation
of this assumption). The empirical justification for the balanced-growth assumption
comes from the apparent co-integrating relationship between these particular measures
of consumption and output. If we impose a balanced long-run relationship correspond-
ing to a co-integrating vector of (1 —1) for the natural logarithms of consumption and
output from 1947Q1 to 2012Q1, we find that we can reject a unit root with a p-value of
0.008 for an augmented Dickey-Fuller test for the consumption rate ¢; — y; with a con-
stant in the test regression and BIC for lag selection. Thus, there is empirical support
for the idea that output and consumption (appropriately measured) have a balanced
long-run relationship.

Assuming log output and consumption have a finite-order vector autoregressive rep-
resentation, co-integration with known co-integrating vector (1 —1) implies that the
growth rates of output and consumption follow a vector error correction mechanism
(VECM) process. Specifically, we consider a VECM(p) model

p p

Ay, = Yy + Z {yy,jAyt—j + Z gyc,jACt—j + 77'y(ctfl - Y-+ €yt (14)
j=1 j=1
P P

Act =y + Z Loy, jAV—j + Z Lec,jACt—j+ me(Cr—1 — Yi—1) + €ct, (15)
j=1 j=1

where ¢; ~ N (0, £2). This form of co-integration also directly implies that the long-run
consumption rate is constant, and consumption and output share the same long-run
growth rate. We parameterize these two long-run rates as

Elc: — yil =k,

E[Ayt] = E[ACt] =M.

It is possible then to solve for these two long-run parameters given estimates of the
VECM parameters in (14) and (15) as

-1
[K} I s 1 Ly + e ) I:'Yyil. (16)
I —me 1— Zle(gcy,j + gcc,j) Ye
Using this relationship in (16), we can uncover structural breaks in the long-run con-

sumption rate and the long-run growth rate by testing for structural breaks in the con-
ditional mean parameters of the VECM. Bai, Lumsdaine, and Stock (1998) emphasize
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that this is a test for the break in the long-run growth rate, u, under the assumption
of no break in the unconditional mean of the co-integrating relationship, x. However,
we leave it as an empirical issue whether a common break in the conditional mean pa-
rameters corresponds to a break in the long-run consumption rate, long-run growth, or
both.!8

As with the univariate model for output growth, we find that the highest lag order
selected by the modified BIC is p = 1. However, under the assumption of no breaks, the
second lags of the growth rates are jointly significant at 5% level based on a likelihood
ratio test (notably, the second lag of consumption growth in (15) has a ¢-statistic of 2.1).
Therefore, to avoid underfitting, we consider p = 2.1

Applying Qu and Perron’s (2007a) testing procedure for structural breaks to the
VECM(2) model estimated over the longest available sample period for conditional
maximum likelihood of 1947Q4-2012Q1 with 15% trimming, we find evidence of three
breaks estimated in 1958Q1, 1982Q4, and 1996Q1 at the 5% level. The estimated timing
of these breaks corresponds closely to the timing for the breaks in the univariate models
of output growth and consumption growth. Thus, the first and third breaks likely corre-
spond to a change in the behavior of consumption, while the second break corresponds
to the Great Moderation. However, in contrast to the univariate results, we now find ev-
idence of four breaks estimated in 1961Q3, 1972Q4, 1982Q3, and 1996Q1 at the 10%
level. The first, third, and fourth breaks again correspond closely to the breaks found in
the univariate models. But the second break estimated in 1972Q4 appears to conform, at
least in its timing, to the widely hypothesized productivity growth slowdown that should
affect both output and consumption, and may be better identified by the consideration
of a multivariate model that imposes the same long-run growth rate for both series.

Figure 4 plots the output growth, the consumption growth, and the consumption
rate series over the postwar period. Visually, it is difficult to detect whether the esti-
mated break in 1972Q4 corresponds to a break in the long-run growth rate or the long-
run consumption rate. However, it is easier to see that the estimated break in 1996Q1
corresponds to a reduction in the long-run consumption rate in addition to a change
in the behavior of consumption growth detected in the univariate analysis. Indeed, the
reasonable clarity of this change could explain the slight change in timing of the esti-
mated break date from 1993Q3 for a change in consumption behavior in the univariate
analysis.

Table 9 reports the estimates of the long-run growth rate, long-run consumption
rate, largest eigenvalue measure of persistence, and conditional standard deviations of

181n a related empirical study, Cogley (2005) considers a time-varying parameter version of Cochrane’s
(1994) VECM model of output and consumption to investigate changes in the long-run growth rate and
long-run consumption rate for the U.S. economy. He finds a gradual decline in the long-run growth rate
from the mid-1960s to the early 1990s, followed by a gradual increase in long-run growth in the 1990s. He
also finds that the consumption rate is very stable over the postwar period, although it gradually declines
in the 1990s. However, Bayesian estimation of the time-varying parameter model imposes the strong prior
that structural change is gradual, precluding the possibility of large, abrupt changes that are considered
and found in our analysis.

19Because p = 2 was the lag order selected for the univariate model of consumption growth, allowing for
a second lag also has the virtue of nesting the univariate models in our multivariate analysis.
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Output Growth

Consumption Growth

Consumption Rate

First Break

ILR — 57:2, 57:4-63:1
QP — 59:2-62:4
Second Break

ILR H 71:2-73:1

QP — 71:2-73:4
Third Break

ILR H 82:4-84:3

QP H 81:1-83:1
Forth Break 952 95:4-96:1

ILR HH  o6:3-97:1, 97:3-07:4

QP H 95:1-96:2
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F1Gure 4. U.S. real GDP growth, consumption growth, log consumption rate, and confidence
sets for the VECM(2) model. Notes: The sample period is 1947Q4-2012Q1. ILR refers to inverted
likelihood ratio and QP refers to Qu and Perron (2007a).

TABLE 9. Vector error correction mechanism model of U.S. real GDP and consumption growth:
1947Q4-2012Q1.

Regime Break Date LR Growth Rate LR Con. Rate Largest Eig. Cond. SDs

1 3.188 —181.218 0.776 4.566 2.719
2 1961Q3 4.225 —188.367 0.783 3.068 1.571
3 1972Q4 2.826 —184.370 0.803 3.713 1.666
4 1982Q4 2.875 —188.825 0.807 1.496 1.273
5 1996Q1 1.585 —196.138 0.746 1.842 0.948

output growth and consumption growth for the VECM(2) model with four structural
breaks. Consistent with the univariate findings, the first break in the early 1960s clearly
corresponds to a reduction in consumption growth volatility. The second break in the
early 1970s corresponds to a reduction in the long-run growth rate of 1.4 annualized
percentage points, in line with a productivity growth slowdown, more than a change in
the long-run consumption rate or a change in volatility or persistence.?’ The third break
in the mid-1980s clearly corresponds to a reduction in output growth volatility, consis-
tent with the Great Moderation. The fourth break in the mid-1990s corresponds to an

201t should be noted that our results in terms of the timing of break dates are almost identical if we
consider per capita measures of output and consumption using U.S. civilian population data. Thus, breaks
in long-run growth rates appear to reflect shifts in productivity growth rather than discrete changes in the
population growth rate.
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additional reduction in the long-run growth rate of 1.3 annualized percentage points, as
well as to the reduction in the long-run consumption rate evident in Figure 4.%! Inter-
estingly, the largest eigenvalue measure of persistence remains remarkably stable over
the full sample period. Likelihood ratio tests of parameter restrictions generally support
our interpretation of the breaks, although it can be harder to relate how rejections of
restrictions on intercept, slope, and/or the conditional variance/covariance parameters
map into some of the parameters of interest. Thus, we report confidence sets for the
unrestricted model that allows all parameters to change with each break.

The most striking result for the multivariate model is how precise the confidence
sets are in Figure 4. This finding is consistent with our Monte Carlo results for the sys-
tem of equations and with the analysis in Bai, Lumsdaine, and Stock (1998) and Qu and
Perron (2007a) on the usefulness of multivariate inference about break dates. The ILR
confidence sets are much shorter than in the univariate analysis, although it should be
noted that they cover or nearly cover the entire admissible sets for the first two breaks
given estimated break dates and 15% trimming. Perhaps surprisingly, the QP confidence
intervals, which are not affected by trimming, are even shorter than the ILR confidence
sets in three of the four cases. Of course, again, the Monte Carlo analysis should leave us
with serious concerns about the finite-sample coverage properties of the QP confidence
intervals. But the general implication of the results is that the structural changes were
abrupt. Notably, too, the increased precision in confidence sets is not just for breaks
in parameters that are common to both output and consumption in the VECM model,
such as the long-run growth rate. The confidence sets for the Great Moderation, which
appears to be a much more important phenomenon for output growth than for con-
sumption growth, also become a lot more precise with the length of the ILR confidence
set for this break, shrinking from 18 quarters to 8 quarters.?? Thus, the improvement in
inferences arises both from the model structure and from the additional multivariate
information.

5. CONCLUSION

We have proposed a likelihood-ratio-based approach to constructing confidence sets
for the timing of structural breaks. In particular, the confidence set includes all hypoth-
esized break dates that cannot be rejected based on a likelihood ratio test. The asymp-
totic validity for this approach is established for a broad setting of a system of multivari-
ate linear regression equations under the assumption of a slowly shrinking magnitude
of a break, with the asymptotic expected length of the 95% confidence sets being about
half that of standard methods employed in the literature. Monte Carlo analysis supports

21Given the assumption of balanced growth for output and consumption, the magnitude of the esti-
mated reduction in the long-run growth rate in Table 9 is influenced by changes in the average growth rates
for both output and consumption. However, it should be noted that, on its own, the average growth rate
for output declined by 1.1 annualized percentage points between regimes 4 and 5, quite consistent with a
sizeable growth slowdown of 1.3 annualized percentage points reported in the table.

22This result is not due to trimming reducing the admissible set of break dates given four breaks. In
particular, we recalculated the ILR confidence sets using 10% trimming instead of 15% trimming and found
that the confidence sets for the third and fourth breaks were unchanged.
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the finite-sample performance of the proposed approach in a number of realistic ex-
periments, including given small breaks. An application to U.S. real GDP and consump-
tion demonstrates the empirical relevance of the performance gains of the proposed ap-
proach. Specifically, the analysis provides much more precise inferences about the tim-
ing of the “productivity growth slowdown” in the early 1970s and the Great Moderation
in the mid-1980s than previously found in the literature. It also suggests the presence
of an additional large, abrupt decline in the long-run growth rate of the U.S. economy
in the mid-1990s, at least when taking co-integration between output and consumption
into account.
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