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This online supplement contains three parts. Appendix B contains several proofs omitted from the main body of the paper. Appendix C extends the concept of unanimity introduced in Definition 1 and provides a generalization to Theorem 4 in the paper. Appendix D illustrates that if signals are normally distributed and agents' prior beliefs are normal, Bayesian updating takes a log-linear form regardless of the structure of the underlying social network.

## APPENDIX B: Omitted Proofs

This appendix contains the proofs of Lemmas A.3, A.5, A.9, A.10, A.14, A. 16 and parts (b) and (c) of Theorem 7, omitted from the main body of the paper.

## Proof of Lemma A. 3

By definition, $a_{i t, j \tau}=0$ whenever $t<\tau$. Therefore, it is sufficient to restrict our attention to the case that $t \geq \tau$. Furthermore, (22) implies that $a_{i t, j \tau}=a_{i t-\tau, j 0}$. Consequently, it is sufficient to establish that $a_{i t, j 0}=0$ for all $j \notin N_{i}$ and all $t \geq 0$. We prove this statement by strong induction.

To establish the base case, note that (22) guarantees that $a_{l 0, k 0}=0$ for all pairs of agents $k$ and $l$ such that $k \notin N_{l}$. As the induction hypothesis, fix a time instance $t$ and suppose that $a_{l r, k 0}=0$ for all $r<t$ and all pairs of agents $l$ and $k$ such that $k \notin N_{l}$.

Consider two distinct agents $i$ and $j$ such that $j \notin N_{i}$, which is equivalent to assuming that $d(i, j)>1$. By definition,

$$
a_{i t, j 0}=-\sum_{r=0}^{t-1} \sum_{\substack{d(i, k) \leq t-r \\
k: \begin{array}{c}
d(k, j) \leq r \\
d(k, j)
\end{array}}} a_{k r, j 0}=-\sum_{\substack{ \\
r=0}}^{t-2} \sum_{\substack{d(i, k) \leq t-r \\
d: c \\
d(k, j) \leq r}} a_{k r, j 0}-\sum_{\substack{d(i, k) \leq 1 \\
k: d(k, j) \leq t-1}} a_{k t-1, j 0} .
$$

[^0]By the induction hypothesis, $a_{k t-1, j 0}$ is nonzero only if $j \in N_{k}$, in which case, $d(k, j) \leq 1$. Hence,

$$
a_{i t, j 0}=-\sum_{r=0}^{t-2} \sum_{\substack{d(i, k) \leq t-r \\ k: \\ d(k, j) \leq r}} a_{k r, j 0}-\sum_{\substack{d(i, k) \leq 1 \\ k: d(k, j) \leq 1}} a_{k t-1, j 0}=-\sum_{r=0}^{t-2} \sum_{\substack{d(i, k) \leq t-r \\ k: \\ d(k, j) \leq r}} a_{k r, j 0}-\sum_{\substack{d(, k)=1 \\ k: d(k, j)=1}} a_{k t-1, j 0}
$$

where the second equality is a consequence of the assumption that $d(i, j)>1$. Fix a shortest path that connects agent $j$ to $i$ and let $l \in N_{i} \backslash\{i\}$ denote the agent in $i$ 's neighborhood that lies on this path. Note that the assumption that $d(i, j)>1$ implies that $l \neq j$. Expanding the first term on the right-hand side above, we have

$$
a_{i t, j 0}=-\sum_{\substack{r=0}}^{t-2} \sum_{\substack{d(i, k) \leq t-r \\ d(k, j) \leq r \\ d(l, k) \leq t-r-1}} a_{k r, j 0}-\sum_{r=0}^{t-2} \sum_{\substack{d(i, k) \leq t-r \\ d(k, j) \leq r \\ d(l, k)>t-r-1}} a_{k r, j 0}-\sum_{\substack{d(i, k)=1 \\ d: \\ d(k, j)=1}} a_{k t-1, j 0}
$$

The fact that $d(i, l)=1$, together with the triangle inequality, implies that if $d(l, k) \leq$ $t-r-1$, then $d(i, k) \leq t-r$. Therefore, by (22), the first term on the right-hand side above is equal to $a_{l t-1, j 0}$. Hence,

$$
a_{i t, j 0}=a_{l t-1, j 0}-\sum_{r=0}^{t-2} \sum_{\substack{d(i, k) \leq t-r  \tag{B.1}\\
k: \begin{array}{c}
d(k, j) \leq r \\
d(l, k)>t-r-1
\end{array}}} a_{k r, j 0}-\sum_{\substack{d(i, k)=1 \\
k: d(k, j)=1}} a_{k t-1, j 0}
$$

Next, we show that the first and last terms on the right-hand side of (B.1) cancel each other.

Consider two separate cases. First, suppose $d(i, j)>2$. This implies that $d(l, j)>1$, in which case, by the induction hypothesis, $a_{l t-1, j 0}=0$. Furthermore, the last term on the right-hand side of (B.1) is also equal to zero, as there exists no agent $k$ such that $d(i, k)=d(k, j)=1$. Next, suppose $d(i, j)=2$. In this case, Assumption 1 guarantees that there exists a unique agent $k$ such that $d(i, k)=d(k, j)=1$. More specifically, if there are two distinct such agents, then there are at least two vertex-independent paths of length 2 from $j$ to $i$, a configuration that violates Assumption 1. As a result, the last term on the right-hand side of (B.1) is equal to $-a_{t t-1, j 0}$, which cancels out the first term.

Taken together, the above argument implies that

$$
a_{i t, j 0}=-\sum_{r=0}^{t-2} \sum_{\substack{d(k, j) \leq r \\
k: \begin{array}{c}
d(i, k) \leq t-r \\
d(l, k)>t-r-1
\end{array}}} a_{k r, j 0}=-\sum_{r=0}^{t-2}\left(\sum_{\substack{1 \leq d(k, j) \leq r \\
k: \begin{array}{c}
d(i, k) \leq t-r \\
d(l, k)>t-r-1
\end{array}}} a_{k r, j 0}+\sum_{\substack{d(i, j) \leq t-r \\
k: \begin{array}{l}
d(l, j)>t-r-1
\end{array}}} a_{j r, j 0}\right)
$$

The fact that $l$ is on a shortest path from $j$ to $i$ guarantees that $d(i, j)=d(l, j)+1$, which in turn implies the two inequalities in the second term above are mutually inconsistent. Hence, the second term on the right-hand side of the above equality is equal to zero, leading to

$$
a_{i t, j 0}=-\sum_{r=1}^{t-2} \sum_{\substack{d(k, j)=1 \\
k: \begin{array}{c}
d(i, k) \leq t-r \\
d(l, k)>t-r-1
\end{array}}} a_{k r, j 0}
$$

where we are using the fact that, by the induction hypothesis, $a_{k r, j 0}=0$ unless $d(k, j)=1$.
The proof is complete once we show that there is no $k$ for which the restrictions imposed in the sum above are jointly satisfied. Suppose to the contrary that such a $k$ exists. It is immediate that $k \neq l$. Furthermore, since $d(i, k) \leq t-r$ and $d(l, k)>t-r-1$, the triangle inequality implies $l$ is not on the shortest path from $k$ to $i$. On the other hand, recall that, by Assumption 1, there cannot be two vertex-independent paths from $j$ to $i$. Therefore, by Menger's theorem (McCuaig (1984)), there exists a vertex $m \neq i, j$ that lies on all directed paths from $j$ to $i$. In particular, $m$ lies on the following two paths: (i) the path that connects $j$ to $k$ and then follows a shortest path from $k$ to $i$; and (ii) the shortest path from $j$ to $i$, which, recall, by assumption also passes through $l$. But this implies that the shortest path from $m$ to $i$ and hence the shortest path from $k$ to $i$ also pass through $l$, which is a contradiction.
Q.E.D.

## Proof of Lemma A. 5

We prove this claim by an inductive argument on $k$. Equation (38) establishes the claim for $k=1$. As the induction hypothesis, suppose that (41) is satisfied for some integer $k-1$ and any collection of arbitrary signals $\left(\omega_{2}, \ldots, \omega_{k}\right) \in S^{k-1}$. Taking expectations from both sides of (37) implies that $\mathbb{E}_{-i, t+1}^{\theta}\left[\zeta_{i t+1}(\hat{\theta})\right]=\sum_{j=1}^{n} a_{i j t+1} \zeta_{j t}(\hat{\theta}) \mathbb{E}_{-i, t+1}^{\theta}\left[\ell_{j}^{\hat{\theta}}\left(\omega_{j t+1}\right) / m_{j t}\left(\omega_{j t+1}\right)\right]$, where $\mathbb{E}_{-i, t+1}^{\theta}$ denotes the expectation conditional on the $\sigma$-field generated by (\{ $\left.\left.\omega_{j \tau}\right\}_{\tau \leq t, j \in N},\left\{\omega_{j t+1}\right\}_{j \neq i}\right)$. Subtracting this equation from (37) leads to

$$
a_{i t+1} \zeta_{i t}(\hat{\theta})\left(\frac{\ell_{i}^{\hat{\theta}}\left(\omega_{i t+1}\right)}{m_{i t}\left(\omega_{i t+1}\right)}-\mathbb{E}_{-i, t+1}^{\theta}\left[\frac{\ell_{i}^{\hat{\theta}}\left(\omega_{i t+1}\right)}{m_{i t}\left(\omega_{i t+1}\right)}\right]\right)=\zeta_{i t+1}(\hat{\theta})-\mathbb{E}_{-i, t+1}^{\theta}\left[\zeta_{i t+1}(\hat{\theta})\right]
$$

Pick an arbitrary sequence of signals $\left(\omega_{2}, \ldots, \omega_{k}\right)$ of length $k-1$, multiply both sides of the above equation by $\prod_{r=2}^{k} \ell_{i}^{\hat{\theta}}\left(\omega_{r}\right) / \ell_{i}^{\theta}\left(\omega_{r}\right)$, and sum over all $\hat{\theta} \in \Theta$ to obtain

$$
\begin{align*}
& a_{i i t+1}\left(\sum_{\hat{\theta} \in \Theta} \zeta_{i t}(\hat{\theta}) \frac{\ell_{i}^{\hat{\theta}}\left(\omega_{i t+1}\right)}{\ell_{i}^{\theta}\left(\omega_{i t+1}\right)} \prod_{r=2}^{k} \frac{\ell_{i}^{\hat{\theta}}\left(\omega_{r}\right)}{\ell_{i}^{\theta}\left(\omega_{r}\right)}-1\right) \\
&=a_{i i t+1} \sum_{\hat{\theta} \in \Theta} \zeta_{i t}(\hat{\theta})\left(\frac{\ell_{i}^{\hat{\theta}}\left(\omega_{i t+1}\right)}{\ell_{i}^{\theta}\left(\omega_{i t+1}\right)}-\frac{\ell_{i}^{\hat{\theta}}\left(\omega_{i t+1}\right)}{m_{i t}\left(\omega_{i t+1}\right)}\right) \prod_{r=2}^{k} \frac{\ell_{i}^{\hat{\theta}}\left(\omega_{r}\right)}{\ell_{i}^{\theta}\left(\omega_{r}\right)} \\
&-a_{i i t+1} \sum_{\hat{\theta} \in \Theta} \zeta_{i t}(\hat{\theta}) \mathbb{E}_{-i, t+1}^{\theta}\left[1-\frac{\ell_{i}^{\hat{\theta}}\left(\omega_{i t+1}\right)}{m_{i t}\left(\omega_{i t+1}\right)}\right] \prod_{r=2}^{k} \frac{\ell_{i}^{\hat{\theta}}\left(\omega_{r}\right)}{\ell_{i}^{\theta}\left(\omega_{r}\right)}  \tag{B.2}\\
&+a_{i i t+1}\left(\sum_{\hat{\theta} \in \Theta} \zeta_{i t}(\hat{\theta}) \prod_{r=2}^{k} \frac{\ell_{i}^{\hat{\theta}}\left(\omega_{r}\right)}{\ell_{i}^{\theta}\left(\omega_{r}\right)}-1\right) \\
&+\left(\sum_{\hat{\theta} \in \Theta} \zeta_{i t+1}(\hat{\theta}) \prod_{r=2}^{k} \frac{\ell_{i}^{\hat{\theta}}\left(\omega_{r}\right)}{\ell_{i}^{\theta}\left(\omega_{r}\right)}-1\right)-\mathbb{E}_{-i, t+1}^{\theta}\left[\sum_{\hat{\theta} \in \Theta} \zeta_{i t+1}(\hat{\theta}) \prod_{r=2}^{k} \frac{\ell_{i}^{\hat{\theta}}\left(\omega_{r}\right)}{\ell_{i}^{\theta}\left(\omega_{r}\right)}-1\right]
\end{align*}
$$

As our next step, we show that squaring both sides of the above equation, taking conditional expectations, summing both sides from $t=\tau$ to $t=\infty$, and then taking the limit as
$\tau \rightarrow \infty$ leads to

$$
\begin{equation*}
\lim _{\tau \rightarrow \infty} \sum_{t=\tau}^{\infty} a_{i i t+1}^{2} \mathbb{E}_{\tau}^{\theta}\left[\sum_{\hat{\theta} \in \Theta} \zeta_{i t}(\hat{\theta}) \frac{\ell_{i}^{\hat{\theta}}\left(\omega_{i t+1}\right)}{\ell_{i}^{\theta}\left(\omega_{i t+1}\right)} \prod_{r=2}^{k} \frac{\ell_{i}^{\hat{\theta}}\left(\omega_{r}\right)}{\ell_{i}^{\theta}\left(\omega_{r}\right)}-1\right]^{2}=0 \tag{B.3}
\end{equation*}
$$

$\mathbb{P}^{\theta}$-almost surely. To establish this, it is sufficient to show that applying the above procedure to each term on the right-hand side of (B.2) separately results in a limit of zero. In addition, given that the second and fifth terms on the right-hand side of (B.2) are simply conditional expectations of the first and fourth terms, respectively, it is sufficient to focus on the first, third, and fourth terms. ${ }^{1}$ First consider the third and fourth terms on the right-hand of (B.2). By the induction hypothesis,

$$
\begin{align*}
& \lim _{\tau \rightarrow \infty} \sum_{t=\tau}^{\infty} a_{i i t+1}^{2} \mathbb{E}_{\tau}^{\theta}\left[\sum_{\hat{\theta} \in \Theta} \zeta_{i t}(\hat{\theta}) \prod_{r=2}^{k} \frac{\ell_{i}^{\hat{\theta}}\left(\omega_{r}\right)}{\ell_{i}^{\theta}\left(\omega_{r}\right)}-1\right]^{2}  \tag{B.4}\\
& \quad=\lim _{\tau \rightarrow \infty} \sum_{t=\tau}^{\infty} \mathbb{E}_{\tau}^{\theta}\left[\sum_{\hat{\theta} \in \Theta} \zeta_{i t+1}(\hat{\theta}) \prod_{r=2}^{k} \frac{\ell_{i}^{\hat{\theta}}\left(\omega_{r}\right)}{\ell_{i}^{\theta}\left(\omega_{r}\right)}-1\right]^{2}=0
\end{align*}
$$

$\mathbb{P}^{\theta}$-almost surely. Next, consider the first term on the right-hand side of (B.2). Note that

$$
\frac{\ell_{i}^{\hat{\theta}}\left(\omega_{i t+1}\right)}{\ell_{i}^{\theta}\left(\omega_{i t+1}\right)}-\frac{\ell_{i}^{\hat{\theta}}\left(\omega_{i t+1}\right)}{m_{i t}\left(\omega_{i t+1}\right)}=\frac{\ell_{i}^{\hat{\theta}}\left(\omega_{i t+1}\right)}{m_{i t}\left(\omega_{i t+1}\right)}\left(\sum_{\tilde{\theta} \in \Theta} \zeta_{i t}(\tilde{\theta}) \frac{\ell_{i}^{\tilde{\theta}}\left(\omega_{i t+1}\right)}{\ell_{i}^{\theta}\left(\omega_{i t+1}\right)}-1\right)
$$

where we are using the fact that $m_{i t}\left(\omega_{i t+1}\right)=\sum_{\tilde{\theta} \in \Theta} \zeta_{i t}(\tilde{\theta}) \ell_{i}^{\tilde{\theta}}\left(\omega_{i t+1}\right)$. Consequently,

$$
\begin{aligned}
& \lim _{\tau \rightarrow \infty} \sum_{t=\tau}^{\infty} a_{i i t+1}^{2} \mathbb{E}_{\tau}^{\theta}\left[\sum_{\hat{\theta} \in \Theta} \zeta_{i t}(\hat{\theta})\left(\frac{\ell_{i}^{\hat{\theta}}\left(\omega_{i t+1}\right)}{\ell_{i}^{\theta}\left(\omega_{i t+1}\right)}-\frac{\ell_{i}^{\hat{\theta}}\left(\omega_{i t+1}\right)}{m_{i t}\left(\omega_{i t+1}\right)}\right) \prod_{r=2}^{k} \frac{\ell_{i}^{\hat{\theta}}\left(\omega_{r}\right)}{\ell_{i}^{\theta}\left(\omega_{r}\right)}\right]^{2} \\
& \quad \leq c \lim _{\tau \rightarrow \infty} \sum_{t=\tau}^{\infty} \mathbb{E}_{\tau}^{\theta}\left[\sum_{\tilde{\theta} \in \Theta} \zeta_{i t}(\tilde{\theta}) \frac{\ell_{i}^{\tilde{\theta}}\left(\omega_{i t+1}\right)}{\ell_{i}^{\theta}\left(\omega_{i t+1}\right)}-1\right]^{2}
\end{aligned}
$$

for some positive constant $c$. By the induction base, the right-hand side of the above inequality is equal to zero $\mathbb{P}^{\theta}$-almost surely, hence implying that the left-hand side is also equal to zero. This observation in juxtaposition with (B.4) thus establishes (B.3), which in turn implies that

$$
\lim _{\tau \rightarrow \infty} \sum_{t=\tau}^{\infty} \mathbb{E}_{\tau}^{\theta} \mathbb{E}_{t}^{\theta}\left[\sum_{\hat{\theta} \in \Theta} \zeta_{i t}(\hat{\theta}) \frac{\ell_{i}^{\hat{\theta}}\left(\omega_{i t+1}\right)}{\ell_{i}^{\theta}\left(\omega_{i t+1}\right)} \prod_{r=2}^{k} \frac{\ell_{i}^{\hat{\theta}}\left(\omega_{r}\right)}{\ell_{i}^{\theta}\left(\omega_{r}\right)}-1\right]^{2}=0
$$

[^1]where we are using the fact that $a_{i t+1}$ is uniformly bounded away from zero. Consequently,
$$
\sum_{\omega \in S} \ell_{i}^{\theta}(\omega) \lim _{\tau \rightarrow \infty} \sum_{t=\tau}^{\infty} \mathbb{E}_{\tau}^{\theta}\left[\sum_{\hat{\theta} \in \Theta} \zeta_{i t}(\hat{\theta}) \frac{\ell_{i}^{\hat{\theta}}(\omega)}{\ell_{i}^{\theta}(\omega)} \prod_{r=2}^{k} \frac{\ell_{i}^{\hat{\theta}}\left(\omega_{r}\right)}{\ell_{i}^{\theta}\left(\omega_{r}\right)}-1\right]^{2}=0
$$
$\mathbb{P}^{\theta}$-almost surely. Finally, the fact that $\ell_{i}^{\theta}$ has a full support over $S$ implies that the above equality holds only if $\lim _{\tau \rightarrow \infty} \sum_{t=\tau}^{\infty} \mathbb{E}_{\tau}^{\theta}\left[\sum_{\hat{\theta} \in \Theta} \zeta_{i t}(\hat{\theta}) \frac{\ell_{i}^{\hat{\theta}}(\omega)}{\ell_{i}^{\theta}(\omega)} \prod_{r=2}^{k} \frac{\ell_{i}^{\hat{\theta}}\left(\omega_{r}\right)}{\ell_{i}^{\theta}\left(\omega_{r}\right)}-1\right]^{2}=0$ for all $\omega \in S$. The fact that the collection of signals $\left(\omega_{2}, \ldots, \omega_{k}\right)$ were arbitrary completes the inductive argument.

## Proof of Lemma A. 9

To prove the first statement, it is sufficient to show that

$$
\sum_{k=1}^{n} \sum_{j=1}^{n} y_{k} y_{j} g^{(k j)}(x) \leq 0
$$

for all $x \in(0, \infty)^{n}$ and all $y \in \mathbb{R}^{n}$, where $g^{(k j)}(x)=\partial^{2} g(x) / \partial x_{j} \partial x_{k}$. Since $g$ is homogeneous of degree $1, g^{(k)}$ is homogeneous of degree zero for all $k$. Therefore, by Euler's theorem, $\sum_{j=1}^{n} x_{j} g^{(k j)}(x)=0$ for all $x \in(0, \infty)^{n}$, and as a result, $g^{(k k)}(x)=-\left(1 / x_{k}\right) \sum_{j \neq k} x_{j} g^{(k j)}(x)$. Hence, for any given vector $y \in \mathbb{R}^{n}$,

$$
\begin{aligned}
\sum_{k=1}^{n} \sum_{j=1}^{n} y_{k} y_{j} g^{(k j)}(x) & =\sum_{k=1}^{n} \sum_{j \neq k} y_{k} y_{j} g^{(k j)}(x)-\sum_{k=1}^{n} \sum_{j \neq k} \frac{x_{j}}{x_{k}} y_{k}^{2} g^{(k j)}(x) \\
& =-\frac{1}{2} \sum_{k=1}^{n} \sum_{j \neq k} \frac{1}{x_{k} x_{j}}\left(y_{k} x_{j}-y_{j} x_{k}\right)^{2} g^{(k j)}(x)
\end{aligned}
$$

Consequently,

$$
\sum_{k=1}^{n} \sum_{j=1}^{n} y_{k} y_{j} g^{(k j)}(x)=-\frac{1}{2} \sum_{k=1}^{n} \sum_{j \neq k} \frac{1}{x_{k} x_{j}}\left(y_{k} x_{j}-y_{j} x_{k}\right)^{2}\left(1-\kappa_{g}^{(k j)}(x)\right) g^{(k)}(x) g^{(j)}(x) / g(x)
$$

where $\kappa_{g}^{(k j)}(x)$ denotes $g$ 's logarithmic curvature as defined in equation (12) of the paper. The assumptions that $g$ is increasing and $\kappa_{g}^{(k j)}(x) \leq 1$ imply that the right-hand side of the above equation is nonpositive.

To prove the second statement, note that the concavity of $g$ implies that

$$
g(x) \leq g(\mathbf{1})+\sum_{j=1}^{n}\left(x_{j}-1\right) g^{(j)}(\mathbf{1})
$$

for all $x \in(0, \infty)^{n}$. Since $g$ is homogeneous of degree 1, Euler's theorem implies that $\sum_{j=1}^{n} g^{(j)}(\mathbf{1})=g(\mathbf{1})$. Hence, $g(x) \leq \sum_{j=1}^{n} x_{j} g^{(j)}(\mathbf{1})$.
Q.E.D.

## Proof of Lemma A. 10

The monotonicity and homogeneity of $\phi_{i}$ are immediate consequences of the fact that $\psi_{i}$ is monotonically increasing and homogeneous of degree 1 . To prove the last statement, note that the logarithmic curvature of $\phi_{i}$ is equal to the negative of the logarithmic curvature of $\psi_{i}$, that is,

$$
\begin{aligned}
& \left(\frac{\partial^{2} \log \phi_{i}(x)}{\partial \log x_{k} \partial \log x_{j}}\right) /\left(\frac{\partial \log \phi_{i}(x)}{\partial \log x_{k}} \frac{\partial \log \phi_{i}(x)}{\partial \log x_{j}}\right) \\
& \quad=-\left(\frac{\partial^{2} \log \psi_{i}(x)}{\partial \log x_{k} \partial \log x_{j}}\right) /\left(\frac{\partial \log \psi_{i}(x)}{\partial \log x_{k}} \frac{\partial \log \psi_{i}(x)}{\partial \log x_{j}}\right)
\end{aligned}
$$

Therefore, the fact that $\kappa_{\psi_{i}}^{(k j)}(x) \geq-1$ guarantees that the logarithmic curvature of $\phi_{i}$ is less than or equal to 1 . Finally, an immediate application of Lemma A. 9 guarantees that $\phi_{i}$ is concave.
Q.E.D.

## Proof of Lemma A. 14

We prove the lemma by relying on an inductive argument on $k$. Equation (53) of the paper implies that the lemma's statement holds for $k=1$, establishing the induction base. Next, suppose that the lemma is satisfied for $k-1$. To establish the result for $k$, recall from equation (50) that as $t \rightarrow \infty$,

$$
\begin{equation*}
\psi_{i}\left(\mu_{t+1}(\hat{\theta})\right)-\sum_{j=1}^{n} \psi_{i}^{(j)}(\mathbf{1}) \mu_{j t+1}(\hat{\theta}) \rightarrow 0 \tag{B.5}
\end{equation*}
$$

On the other hand, recall from equation (51) that

$$
\begin{equation*}
\mu_{i t+1}(\hat{\theta})=\psi_{i}\left(\mu_{t}(\hat{\theta})\right)+\left(\frac{\ell_{i}^{\hat{\theta}}\left(\omega_{i t+1}\right)}{m_{i t}\left(\omega_{i t+1}\right)}-1\right) \psi_{i}\left(\mu_{t}(\hat{\theta})\right) \tag{B.6}
\end{equation*}
$$

Using (B.6) to substitute for $\mu_{j t+1}(\hat{\theta})$ in (B.5) implies that

$$
\begin{equation*}
\psi_{i}\left(\mu_{t+1}(\hat{\theta})\right)-\sum_{j=1}^{n} \psi_{i}^{(j)}(\mathbf{1}) \psi_{j}\left(\mu_{t}(\hat{\theta})\right) \frac{\ell_{j}^{\hat{\theta}}\left(\omega_{j t+1}\right)}{m_{j t}\left(\omega_{j t+1}\right)} \rightarrow 0 \tag{B.7}
\end{equation*}
$$

$\mathbb{P}^{\theta}$-almost surely for all $\hat{\theta} \in \Theta$. By the dominated convergence theorem for conditional expectation,

$$
\begin{aligned}
& \mathbb{E}_{-i, t+1}^{\theta}\left[\psi_{i}\left(\mu_{t+1}(\hat{\theta})\right)\right]-\psi_{i}^{(i)}(\mathbf{1}) \psi_{i}\left(\mu_{t}(\hat{\theta})\right) \mathbb{E}_{-i, t+1}^{\theta}\left[\frac{\ell_{i}^{\hat{\theta}}\left(\omega_{i t+1}\right)}{m_{i t}\left(\omega_{i t+1}\right)}\right] \\
& \quad-\sum_{j \neq i}^{n} \psi_{i}^{(j)}(\mathbf{1}) \psi_{j}\left(\mu_{t}(\hat{\theta})\right) \frac{\ell_{j}^{\hat{\theta}}\left(\omega_{j t+1}\right)}{m_{j t}\left(\omega_{j t+1}\right)} \rightarrow 0
\end{aligned}
$$

$\mathbb{P}^{\theta}$-almost surely, where $\mathbb{E}_{-i, t+1}^{\theta}$ denotes the expectation operator conditional on the $\sigma$-field generated by $\left(\left\{\omega_{j \tau}\right\}_{1 \leq \tau \leq t, j \in N},\left\{\omega_{j t+1}\right\}_{j \neq i}\right)$. Note that the induction base, alongside
the dominated convergence theorem, guarantees that $\mathbb{E}_{-i, t+1}^{\theta}\left[\ell_{i}^{\hat{\theta}}\left(\omega_{i t+1}\right) / m_{i t}\left(\omega_{i t+1}\right)\right] \rightarrow 1$ as $t \rightarrow \infty$, which means that

$$
\mathbb{E}_{-i, t+1}^{\theta}\left[\psi_{i}\left(\mu_{t+1}(\hat{\theta})\right)\right]-\psi_{i}^{(i)}(\mathbf{1}) \psi_{i}\left(\mu_{t}(\hat{\theta})\right)-\sum_{j \neq i}^{n} \psi_{i}^{(j)}(\mathbf{1}) \psi_{j}\left(\mu_{t}(\hat{\theta})\right) \frac{\ell_{j}^{\hat{\theta}}\left(\omega_{j t+1}\right)}{m_{j t}\left(\omega_{j t+1}\right)} \rightarrow 0
$$

Subtracting (B.7) from the above equation results in

$$
\mathbb{E}_{-i, t+1}^{\theta}\left[\psi_{i}\left(\mu_{t+1}(\hat{\theta})\right)\right]-\psi_{i}\left(\mu_{t+1}(\hat{\theta})\right)+\psi_{i}^{(i)}(\mathbf{1}) \psi_{i}\left(\mu_{t}(\hat{\theta})\right)\left(\frac{\ell_{i}^{\hat{\theta}}\left(\omega_{i t+1}\right)}{m_{i t}\left(\omega_{i t+1}\right)}-1\right) \rightarrow 0
$$

$\mathbb{P}^{\theta}$-almost surely for all $\hat{\theta} \in \Theta$.
Pick an arbitrary sequence of signals $\left(\omega_{2}, \ldots, \omega_{k}\right)$ of length $k-1$. Multiplying both sides of the above equation by $\prod_{r=2}^{k} \ell_{i}^{\hat{\theta}}\left(\omega_{r}\right) / \ell_{i}^{\theta}\left(\omega_{r}\right)$ and summing over all $\hat{\theta} \in \Theta$ leads to

$$
\begin{aligned}
\mathbb{E}_{-i, t+1}^{\theta} & {\left[\sum_{\hat{\theta} \in \Theta} \psi_{i}\left(\mu_{t+1}(\hat{\theta})\right) \prod_{r=2}^{k} \frac{\ell_{i}^{\hat{\theta}}\left(\omega_{r}\right)}{\ell_{i}^{\theta}\left(\omega_{r}\right)}\right]-\sum_{\hat{\theta} \in \Theta} \psi_{i}\left(\mu_{t+1}(\hat{\theta})\right) \prod_{r=2}^{k} \frac{\ell_{i}^{\hat{\theta}}\left(\omega_{r}\right)}{\ell_{i}^{\theta}\left(\omega_{r}\right)} } \\
& +\psi_{i}^{(i)}(\mathbf{1}) \sum_{\hat{\theta} \in \Theta}\left(\prod_{r=2}^{k} \frac{\ell_{i}^{\hat{\theta}}\left(\omega_{r}\right)}{\ell_{i}^{\theta}\left(\omega_{r}\right)}\right)\left(\frac{\ell_{i}^{\hat{\theta}}\left(\omega_{i t+1}\right)}{m_{i t}\left(\omega_{i t+1}\right)}-1\right) \psi_{i}\left(\mu_{t}(\hat{\theta})\right) \rightarrow 0 .
\end{aligned}
$$

By the induction hypothesis, the first two terms on the left-hand side of the above expression converge to 1 almost surely as $t \rightarrow \infty$. Thus, for any arbitrary collection of signals $\left(\omega_{2}, \ldots, \omega_{k}\right) \in S^{k-1}$,

$$
\sum_{\hat{\theta} \in \Theta} \psi_{i}\left(\mu_{t}(\hat{\theta})\right) \frac{\ell_{i}^{\hat{\theta}}\left(\omega_{i t+1}\right)}{m_{i t}\left(\omega_{i t+1}\right)} \prod_{r=2}^{k} \frac{\ell_{i}^{\hat{\theta}}\left(\omega_{r}\right)}{\ell_{i}^{\theta}\left(\omega_{r}\right)}-\sum_{\hat{\theta} \in \Theta} \psi_{i}\left(\mu_{t}(\hat{\theta})\right) \prod_{r=2}^{k} \frac{\ell_{i}^{\hat{\theta}}\left(\omega_{r}\right)}{\ell_{i}^{\theta}\left(\omega_{r}\right)} \rightarrow 0
$$

with $\mathbb{P}^{\theta}$-probability 1 as $t \rightarrow \infty$, where we are using the observation that monotonicity requires that $\psi_{i}^{(i)}(\mathbf{1})>0$. The induction hypothesis once again implies that the last term on the left-hand side above converges to 1 asymptotically. Furthermore, recall that $\ell_{i}^{\theta}\left(\omega_{i t+1}\right) / m_{i t}\left(\omega_{i t+1}\right) \rightarrow 1$ almost surely. Therefore, it is immediate that

$$
\sum_{\hat{\theta} \in \Theta} \psi_{i}\left(\mu_{t}(\hat{\theta})\right) \frac{\ell_{i}^{\hat{\theta}}\left(\omega_{i t+1}\right)}{\ell_{i}^{\theta}\left(\omega_{i t+1}\right)} \prod_{r=2}^{k} \frac{\ell_{i}^{\hat{\theta}}\left(\omega_{r}\right)}{\ell_{i}^{\theta}\left(\omega_{r}\right)}-1 \rightarrow 0
$$

$\mathbb{P}^{\theta}$-almost surely. Hence, by the dominated convergence theorem,

$$
\mathbb{E}_{t}^{\theta}\left|\sum_{\hat{\theta} \in \Theta} \psi_{i}\left(\mu_{t}(\hat{\theta})\right) \frac{\ell_{i}^{\hat{\theta}}\left(\omega_{i t+1}\right)}{\ell_{i}^{\theta}\left(\omega_{i t+1}\right)} \prod_{r=2}^{k} \frac{\ell_{i}^{\hat{\theta}}\left(\omega_{r}\right)}{\ell_{i}^{\theta}\left(\omega_{r}\right)}-1\right| \rightarrow 0
$$

Expressing the conditional expectation as a sum over all possible realizations of $\omega_{i t+1}$, we have

$$
\sum_{\omega \in S} \ell_{i}^{\theta}(\omega)\left|\sum_{\hat{\theta} \in \Theta} \psi_{i}\left(\mu_{t}(\hat{\theta})\right) \frac{\ell_{i}^{\hat{\theta}}(\omega)}{\ell_{i}^{\theta}(\omega)} \prod_{r=2}^{k} \frac{\ell_{i}^{\hat{\theta}}\left(\omega_{r}\right)}{\ell_{i}^{\theta}\left(\omega_{r}\right)}-1\right| \rightarrow 0
$$

$\mathbb{P}^{\theta}$-almost surely. Since $\ell_{i}^{\theta}$ has full support over $S$, it is immediate that the expression in the absolute values above has to converge to zero almost surely for all possible signals $\omega \in S$. This observation, alongside the fact that the sequence $\left(\omega_{2}, \ldots, \omega_{k}\right)$ was arbitrary, establishes the result.
Q.E.D.

## Proof of Lemma A. 16

The first claim is a trivial consequence of the fact that $b_{t, \tau} \leq 1$.
To prove the second claim, note that, by the Weierstrass product inequality (Steele (2004, p. 190)), $b_{t, \tau} \leq \sum_{r=\tau}^{t-1} r^{-\alpha}$. Bounding the sum on the right-hand side of this inequality by an integral implies that $b_{t, \tau} \leq \int_{\tau-1}^{t-1} z^{-\alpha} d z$ for $\tau \geq 2$. Therefore,

$$
\sum_{\tau=2}^{t-1} b_{t, \tau} \leq \frac{1}{\alpha-1} \sum_{\tau=2}^{t-1}(\tau-1)^{1-\alpha}-\frac{1}{\alpha-1}(t-2)(t-1)^{1-\alpha}
$$

Multiplying both sides by $t^{\alpha-2}$, upper bounding the sum with an integral, and taking limits leads to the following upper bound on the object of interest:

$$
\begin{equation*}
\lim _{t \rightarrow \infty} t^{\alpha-2} \sum_{\tau=1}^{t-1} b_{t, \tau} \leq \frac{1}{\alpha-1} \lim _{t \rightarrow \infty} t^{\alpha-2} \int_{1}^{t-2} z^{1-\alpha} d z-\frac{1}{\alpha-1}=\frac{1}{2-\alpha} \tag{B.8}
\end{equation*}
$$

where we are using the fact that $b_{t, 1}=1$. We next prove that this upper bound is tight by showing that $1 /(2-\alpha)$ is also a lower bound for the expression on the left-hand side of (B.8). To this end, note that $\prod_{r=\tau}^{t-1}\left(1-r^{-\alpha}\right) \leq \exp \left(-\sum_{r=\tau}^{t-1} r^{-\alpha}\right)$. This is due to the fact that $1-z \leq \exp (-z)$ for all $z$. Therefore, the observation that $1-\exp (-z) \geq z-z^{2} / 2$ for all $z \geq 0$ implies that

$$
b_{t, \tau}=1-\prod_{r=\tau}^{t-1}\left(1-r^{-\alpha}\right) \geq \sum_{r=\tau}^{t-1} r^{-\alpha}-\frac{1}{2}\left(\sum_{r=\tau}^{t-1} r^{-\alpha}\right)^{2} .
$$

Bounding the sums on the right-hand side of the above inequality with integrals and summing over $\tau$, we obtain

$$
\sum_{\tau=2}^{t-1} b_{t, \tau} \geq \frac{1}{\alpha-1} \sum_{\tau=2}^{t-1} \tau^{1-\alpha}-\frac{1}{\alpha-1}(t-2) t^{1-\alpha}-\frac{1}{2(\alpha-1)^{2}} \sum_{\tau=2}^{t-1}\left((\tau-1)^{1-\alpha}-(t-1)^{1-\alpha}\right)^{2}
$$

Consequently, $\lim _{t \rightarrow \infty} t^{\alpha-2} \sum_{\tau=1}^{t-1} b_{t, \tau} \geq 1 /(2-\alpha)$. The juxtaposition of this inequality with (B.8) completes the proof.
Q.E.D.

## Proof of Parts (b) and (c) of Theorems 7

We prove parts (b) and (c) of Theorem 7 by constructing a social network, a signal structure, and social learning rules with logarithmic curvatures outside the $[-1,1]$ interval for which agents fail to learn the state asymptotically. Suppose agents interact over the complete social network depicted in the left panel of Figure 1 and rely on a common (weakly-separable) CES learning rule as in (13). Furthermore, suppose that there are only
two states, labeled $\theta$ and $\hat{\theta}$, and two signals, also labeled $\theta$ and $\hat{\theta}$. Finally, suppose agent $j$ receives the signal that matches the state with probability $p>1 / 2$ (and the other signal with the complementary probability), whereas all other agents' signals are uninformative.

Let $\zeta_{i t}=f\left(\mu_{t}\right)$ be the interim belief of agent $i$ after observing her neighbor's time- $t$ reports but before observing her private signal $\omega_{i t+1}$. Since agents $i \neq j$ observe no informative signals, $\mu_{i t+1}=\zeta_{i t}$ for all $i \neq j$ and all $t$. Therefore,

$$
\frac{\zeta_{i t+1}(\theta)}{\zeta_{i t+1}(\hat{\theta})}=\frac{\psi\left(\zeta_{1 t}(\theta), \ldots, \frac{\zeta_{j t}(\theta) \ell_{j}^{\theta}\left(\omega_{j t+1}\right)}{m_{j t}\left(\omega_{j t+1}\right)}, \ldots, \zeta_{n t}(\theta)\right)}{\psi\left(\zeta_{1 t}(\hat{\theta}), \ldots, \frac{\zeta_{j t}(\hat{\theta}) \ell_{j}^{\hat{\theta}}\left(\omega_{j t+1}\right)}{m_{j t}\left(\omega_{j t+1}\right)}, \ldots, \zeta_{n t}(\hat{\theta})\right)},
$$

where $m_{j t}\left(\omega_{j t+1}\right)=\zeta_{j t}(\theta) \ell_{j}^{\theta}\left(\omega_{j t+1}\right)+\zeta_{j t}(\hat{\theta}) \ell_{j}^{\hat{\theta}}\left(\omega_{j t+1}\right)$. Note that since agents use identical social learning rules, their interim beliefs coincide at all times, that is, $\zeta_{i t}=\zeta_{k t}$ for all $i, k$ and all $t$. Therefore, we can divide both sides of the above expression by $\zeta_{i t}(\theta) / \zeta_{i t}(\hat{\theta})$ and use the assumption that $\psi$ is homogeneous of degree 1 to obtain

$$
\begin{equation*}
\log \frac{\zeta_{i t+1}(\theta)}{\zeta_{i t+1}(\hat{\theta})}=\varphi\left(\log \frac{\ell_{j}^{\theta}\left(\omega_{j t+1}\right)}{\ell_{j}^{\hat{\theta}}\left(\omega_{j t+1}\right)} ; \zeta_{i t}(\theta)\right)+\log \frac{\zeta_{i t}(\theta)}{\zeta_{i t}(\hat{\theta})}, \tag{B.9}
\end{equation*}
$$

where $\varphi(\log \lambda ; x)=\log \psi\left(1, \ldots, \frac{\lambda}{1+x(\lambda-1)}, \ldots, 1\right)-\log \psi\left(1, \ldots, \frac{1}{1+x(\lambda-1)}, \ldots, 1\right)$. Note that, given the functional form assumption (13) on $\psi$, we have

$$
\begin{align*}
\varphi(\log \lambda ; x)= & \frac{1}{\xi} \log \left(1-a_{i j}+\frac{a_{i j} \lambda^{\xi}}{(1+x(\lambda-1))^{\xi}}\right)  \tag{B.10}\\
& -\frac{1}{\xi} \log \left(1-a_{i j}+\frac{a_{i j}}{(1+x(\lambda-1))^{\xi}}\right) .
\end{align*}
$$

We have the following lemma.
LEMMA B.1: Let $\varphi(\log \lambda ; x)$ be defined as in (B.10).
(a) If $\xi<-1$ and $a_{i j}<1+1 / \xi$, then $\mathbb{E}^{\theta} \varphi\left(\log \lambda\left(\omega_{j t}\right) ; x\right)<0$ in a neighborhood of $x=0$ and $p=1 / 2$.
(b) If $\xi>1$ and $a_{i j}<1-1 / \xi$, then $\mathbb{E}^{\theta} \varphi\left(\log \lambda\left(\omega_{j t}\right) ; x\right)<0$ in a neighborhood of $x=1$ and $p=1 / 2$.
(c) If $\xi<0$, then $\varphi(\log \lambda ; x)$ is increasing in $x$, whereas if $\xi>0$, then $\varphi(\log \lambda ; x)$ is decreasing in $x$.

PROOF: To prove part (a), suppose $\xi<-1$ and $a_{i j}<1+1 / \xi$. It is easy to verify that when $p=1 / 2$,

$$
\begin{gathered}
\mathbb{E}^{\theta} \varphi\left(\log \lambda\left(\omega_{j t}\right) ; 0\right)=\frac{d}{d p} \mathbb{E}^{\theta} \varphi\left(\log \lambda\left(\omega_{j t}\right) ; 0\right)=0, \\
\frac{d^{2}}{d p^{2}} \mathbb{E}^{\theta} \varphi\left(\log \lambda\left(\omega_{j t}\right) ; 0\right)=16 a_{i j}\left(1+\left(1-a_{i j}\right) \xi\right)<0
\end{gathered}
$$

The statement then follows from the smoothness of $\mathbb{E}^{\theta} \varphi\left(\log \lambda\left(\omega_{j t}\right) ; x\right)$ in $x$ and $p$.
To prove part (b), suppose that $\xi>1$ and $a_{i j}<1-1 / \xi$. Once again, it is straightforward to verify that when $p=1 / 2$,

$$
\begin{aligned}
\mathbb{E}^{\theta} \varphi\left(\log \lambda\left(\omega_{j t}\right) ; 1\right) & =\frac{d}{d p} \mathbb{E}^{\theta} \varphi\left(\log \lambda\left(\omega_{j t}\right) ; 1\right)=0, \\
\frac{d^{2}}{d p^{2}} \mathbb{E}^{\theta} \varphi\left(\log \lambda\left(\omega_{j t}\right) ; 1\right) & =16 a_{i j}\left(1-\left(1-a_{i j}\right) \xi\right)<0 .
\end{aligned}
$$

Noting that $\mathbb{E}^{\theta} \varphi\left(\log \lambda\left(\omega_{j t}\right) ; x\right)$ is smooth in $x$ and $p$ completes the proof.
To prove part (c), we differentiate $\varphi(\log \lambda ; x)$ with respect to $x$ to get

$$
\begin{aligned}
& \frac{d}{d x} \varphi(\log \lambda ; x) \\
& \quad=\frac{a_{i j}\left(1-a_{i j}\right)(1+x(\lambda-1))^{\xi}(1-\lambda)\left(\lambda^{\xi}-1\right)}{(1+x(\lambda-1))\left(a_{i j} \lambda^{\xi}+\left(1-a_{i j}\right)(1+x(\lambda-1))^{\xi}\right)\left(a_{i j}+\left(1-a_{i j}\right)\left(1+x(\lambda-1)^{\xi}\right)\right)} .
\end{aligned}
$$

The sign of the right-hand side of the expression coincides with that of $(1-\lambda)\left(\lambda^{\xi}-1\right)$. Therefore, $d \varphi(\log \lambda ; x) / d x \geq 0$ whenever $\xi<0$, whereas $d \varphi(\log \lambda ; x) / d x \leq 0$ whenever $\xi>0$.
Q.E.D.

## Proof of Theorem 7(b)

Let $\theta$ denote the underlying state of the world and suppose that $\xi<-1$. By Lemma B.1, there exists a triple $\left(\underline{a}_{i j}, \underline{x}, \underline{p}\right)$ such that if $a_{i j} \in\left(0, \underline{a}_{i j}\right)$ and $p \in(1 / 2, \underline{p})$, then $\mathbb{E}^{\theta} \varphi\left(\log \lambda\left(\omega_{j t}\right) ; x\right)<0$ for all $x \leq \underline{x}$. In the rest of the proof, fix such $a_{i j}$ and $p$.

Since $\mu_{i t+1}=\operatorname{BU}\left(\zeta_{i t} ; \omega_{i t+1}\right)$, it is sufficient to show that $\zeta_{i t}(\theta)$ converges to 0 with $\mathbb{P}^{\theta}$ positive probability. Equation (B.9) implies that for all $t \geq \tau$,

$$
\begin{equation*}
\log \frac{\zeta_{i t}(\theta)}{\zeta_{i t}(\hat{\theta})}=\sum_{r=\tau+1}^{t} \varphi\left(\log \lambda\left(\omega_{j r}\right) ; \zeta_{i r-1}(\theta)\right)+\log \frac{\zeta_{i \tau}(\theta)}{\zeta_{i \tau}(\hat{\theta})} \tag{B.11}
\end{equation*}
$$

We start by assuming that $\zeta_{i \tau}(\theta) \leq \underline{x}$ for some deterministic $\tau$ and a sequence of signals $\left(\omega_{j 1}, \ldots, \omega_{j \tau}\right)$ that is realized with $\mathbb{P}^{\theta}$-positive probability-a claim we prove below. Fix such a $\tau$ and $\left(\omega_{j 1}, \ldots, \omega_{j \tau}\right)$ and define $\left\{y_{t}\right\}_{t \geq \tau}$ recursively by setting $y_{\tau}=0$ and $y_{t}=\max \left\{y_{t-1}+\varphi\left(\log \lambda\left(\omega_{j t}\right) ; \underline{x}\right), 0\right\}$ for $t>\tau$. Let $T=\inf \left\{t>\tau: y_{t}=0\right\}$. Lemma B. 1 and equation (B.11) imply that

$$
\begin{equation*}
\log \frac{\zeta_{i t}(\theta)}{\zeta_{i t}(\hat{\theta})} \leq y_{t}+\log \frac{\zeta_{i \tau}(\theta)}{\zeta_{i \tau}(\hat{\theta})} \tag{B.12}
\end{equation*}
$$

for all $t \in[\tau, T)$. On the other hand, $\left\{y_{t}\right\}_{t \geq \tau}$ is a random walk with negative expected drift stopped at zero. Thus, it converges to $-\infty$ and, hence, $T=\infty$ with $\mathbb{P}^{\theta}$-positive probability. But both $\left\{y_{t}\right\}_{t \geq \tau}$ and $T$ are measurable with respect to the $\sigma$-field generated by $\left(\omega_{j \tau+1}, \omega_{j \tau+2}, \ldots\right)$. Therefore, since the signals observed by agent $j$ in periods $t=1, \ldots, \tau$ are independent of the signals observed by her after period $\tau$, (B.12) implies that $\log \left(\zeta_{i t}(\theta) / \zeta_{i t}(\hat{\theta})\right) \rightarrow-\infty$ and thus $\zeta_{i t}(\theta) \rightarrow 0$ with $\mathbb{P}^{\theta}$-positive probability.

The proof of this part is complete once we show that there exist some deterministic $\tau$ and a signal sequence $\left(\omega_{j 1}, \ldots, \omega_{j \tau}\right)$ that is realized with positive probability such that $\zeta_{i \tau}(\theta) \leq \underline{x}$ given such a realization of signals. But this is a simple consequence of the fact that, by Lemma B.1, $\varphi\left(\log \frac{1-p}{p} ; x\right)<\varphi\left(\log \frac{1-p}{p} ; 1\right)<0$ for all $x$. Thus, whenever agent $j$ observes signal $\omega_{j r}=\hat{\theta}$ in periods $r=1, \ldots, \tau$ for a sufficiently large $\tau$, by (B.11), the interim beliefs satisfy $\zeta_{i \tau}(\theta) \leq \underline{x}$ for all $i$.
Q.E.D.

## Proof of Theorem 7(c)

Let $\theta$ denote the underlying state and suppose that $\xi>1$. By Lemma B.1, there exists a triple $\left(\underline{a}_{i j}, \bar{x}, \underline{p}\right)$ such that if $a_{i j} \in\left(0, \underline{a}_{i j}\right)$ and $p \in(1 / 2, \underline{p})$, then $\mathbb{E}^{\theta} \varphi\left(\log \lambda\left(\omega_{j t}\right) ; x\right)<0$ for all $x \geq \bar{x}$. Fix such $a_{i j}$ and $p$, and let $\underline{T}_{t}=\left\{\tau \leq t: \zeta_{i \tau}(\theta)<\bar{x}\right\}$ and $\bar{T}_{t}=\left\{\tau \leq t: \zeta_{i \tau}(\theta) \geq \bar{x}\right\}$. Evaluating (B.11) for $\tau=0$ and using Lemma B. 1 and the uniform prior assumption, we obtain

$$
\begin{align*}
\log \frac{\zeta_{i t}(\theta)}{\zeta_{i t}(\hat{\theta})} \leq & \sum_{\tau \in \underline{I}_{t}}\left[\varphi\left(\log \lambda\left(\omega_{j \tau}\right) ; \zeta_{i \tau-1}(\theta)\right)-\varphi\left(\log \lambda\left(\omega_{j \tau}\right) ; \bar{x}\right)\right] \\
& +\sum_{\tau=1}^{t} \varphi\left(\log \lambda\left(\omega_{j \tau}\right) ; \bar{x}\right) \tag{B.13}
\end{align*}
$$

By the strong law of large numbers, as $t \rightarrow \infty$,

$$
\begin{equation*}
\frac{1}{t} \sum_{\tau=1}^{t} \varphi\left(\log \lambda\left(\omega_{j \tau}\right) ; \bar{x}\right) \rightarrow \mathbb{E}^{\theta} \varphi\left(\log \lambda\left(\omega_{j \tau}\right) ; \bar{x}\right)<0 \tag{B.14}
\end{equation*}
$$

$\mathbb{P}^{\theta}$-almost surely. In what follows, we show that $\zeta_{i t}(\theta) \rightarrow 1$ and (B.14) cannot be satisfied simultaneously. This observation proves that $\zeta_{i t}(\theta) \rightarrow 1$ with zero probability, thus completing the proof.

Suppose to the contrary that $\zeta_{i t}(\theta) \rightarrow 1$ and (B.14) is satisfied. That $\zeta_{i t}(\theta) \rightarrow 1$ implies that the left-hand side of (B.13) converges to $+\infty$. It also guarantees that the set $\underline{T}_{t}$ remains finite as $t \rightarrow \infty$, thus ensuring that the first two terms on the right-hand side of (B.13) remain finite as $t \rightarrow \infty$. But (B.14) implies that the last term on the right-hand side of (B.13) goes to $-\infty$, leading to a contradiction.
Q.E.D.

## APPENDIX C: UnANIMITY IN THE Limit

Theorem 4 in the main body of the paper establishes that log-linear learning leads to a complete aggregation of information as long as (i) agents rely on unanimous social learning rules (in the sense of Definition 1) and (ii) the rate of decay of the weights they assign to their neighbors' beliefs is slower than $1 / t$. This appendix extends the concept of unanimous learning rules in Definition 1, followed by a generalization of Theorem 4.

Definition C.1: Agent $i$ 's sequence of social learning rules $f_{i t}: \Delta \Theta^{n} \rightarrow \Delta \Theta$ satisfying imperfect recall is unanimous in the limit if there exist $\rho_{i t}>0$ such that $f_{i t}(\mu, \ldots, \mu)=\rho_{i t} \mu$ for all $\mu \in \Delta \Theta$ and all $t$ and

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \sum_{\tau=1}^{t} \prod_{r=\tau}^{t-1} \rho_{i r}=\infty \tag{C.1}
\end{equation*}
$$

for some $C_{i}, \alpha_{i}>0$.
It is immediate to verify that Definition C. 1 is a relaxation of Definition 1 in the paper: if agent $i$ 's learning rules are unanimous in the limit with $\rho_{i t}=1$ for all $t$, then her learning rules are unanimous at all times. More generally, conditions (C.1) and (C.2) guarantee that $\lim _{t \rightarrow \infty} \rho_{i t}=1$, whenever the limit exists-hence the name unanimity in the limitthough the converse is not necessarily true. Intuitively, (C.1) ensures that agents assign non-vanishing weights to the signals they observe early on, whereas (C.2) guarantees that no piece of information receives an outsized weight.

Our next result generalizes Theorem 4 to the class of log-linear learning rules (3) that are unanimous in the limit with $\rho_{i t}=\rho_{t}$. As in the main body of the paper, we discipline the rate of decay of weights $a_{i j t}$ that each agent $i$ assigns to her neighbors by assuming that there exist a sequence $\lambda_{t} \in(0,1)$ and constants $\underline{a}, \bar{a} \in(0,1)$ such that $a_{i j t} \geq \lambda_{t} \rho_{t} \underline{a}$ and $\sum_{k \neq i} a_{i k t} \leq \lambda_{t} \rho_{t} \bar{a}$ for all $t$ and all pairs of agents $i \neq j$ such that $j \in N_{i}$

Theorem C.1: Suppose agents follow the log-linear learning rule (3) with weights that decay at rate $\lambda_{t}$. If learning rules are unanimous in the limit with $\rho_{i t}=\rho_{t}$ for all $i$ and $\lim _{t \rightarrow \infty} t^{\alpha} \lambda_{t}=\infty$ for $\alpha$ in equation (C.2), then all agents learn the state almost surely.

PROOF: The proof mirrors the proof of Theorem 4. Let $\theta$ denote the underlying state of the world and $A_{t}=\left[a_{i j t}\right]$ denote the matrix of weights that agents assign to their neighbors' beliefs at time $t$, with the convention that $a_{i j t}=0$ if $j \notin N_{i}$. By assumption, $\sum_{j=1}^{n} a_{i j t}=\rho_{t}$. Hence, $A_{t}=\rho_{t} \tilde{A}_{t}$, where $\tilde{A}_{t}$ is a stochastic matrix such that $\tilde{a}_{i j t} \geq \lambda_{t} \underline{a}$ and $\sum_{k \neq i} \tilde{a}_{i k t} \leq \lambda_{t} \bar{a}$ for all $t$ and all pairs of agents $i \neq j$ such that $j \in N_{i}$.

Given any state $\hat{\theta} \neq \theta$, equation (3) implies that

$$
x_{t+1}=\rho_{t} \tilde{A}_{t} x_{t}+y_{t+1}\left(\omega_{t+1}\right)
$$

where $x_{i t}=\log \left(\mu_{i t}(\theta) / \mu_{i t}(\hat{\theta})\right)$ and $y_{i t}\left(\omega_{i t}\right)=\log \left(\ell_{i}^{\theta}\left(\omega_{i t}\right) / \ell_{i}^{\hat{\theta}}\left(\omega_{i t}\right)\right)$. Consequently,

$$
\begin{equation*}
x_{t}=y_{t}\left(\omega_{t}\right)+\sum_{\tau=1}^{t-1} \rho_{t-1} \ldots \rho_{\tau} \tilde{A}_{t-1} \ldots \tilde{A}_{\tau} y_{\tau}\left(\omega_{\tau}\right) \tag{C.3}
\end{equation*}
$$

By Lemma A.1, there exists a sequence of uniformly lower-bounded probability vectors $v_{\tau}$ that jointly satisfy $v_{t+1}^{\prime} \tilde{A}_{t} \ldots \tilde{A}_{\tau}=v_{\tau}^{\prime}$ for all $t \geq \tau$. Therefore, pre-multiplying both sides of (C.3) by $v_{t}^{\prime}$ implies that

$$
v_{t}^{\prime} x_{t}=\sum_{\tau=1}^{t} \rho_{t, \tau} v_{\tau}^{\prime} y_{\tau}\left(\omega_{\tau}\right)
$$

where $\rho_{t, \tau}=\prod_{r=\tau}^{t-1} \rho_{r}$. Consequently,

$$
\begin{align*}
\liminf _{t \rightarrow \infty} \frac{v_{t}^{\prime} x_{t}}{\sum_{\tau=1}^{t} \rho_{t, \tau}}= & \lim _{t \rightarrow \infty} \frac{\sum_{\tau=1}^{t} \rho_{t, \tau} v_{\tau}^{\prime}\left(y_{\tau}\left(\omega_{\tau}\right)-h(\theta, \hat{\theta})\right)}{\sum_{\tau=1}^{t} \rho_{t, \tau}}  \tag{C.4}\\
& +\liminf _{t \rightarrow \infty} \frac{\sum_{\tau=1}^{t} \rho_{t, \tau} v_{\tau}^{\prime} h(\theta, \hat{\theta})}{\sum_{\tau=1}^{t} \rho_{t, \tau}}
\end{align*}
$$

where $h_{i}(\theta, \hat{\theta})=\mathbb{E}^{\theta}\left[y_{i t}\left(\omega_{i t}\right)\right]$. Recall that agents' private signals are independently and identically distributed over time. Furthermore, condition (C.2) requires that $\left(\prod_{r=\tau}^{t-1} \rho_{r}\right) /$ ( $\sum_{\tau=1}^{t} \prod_{r=\tau}^{t-1} \rho_{r}$ ) $\leq C t^{-\alpha}$ for all $\tau \leq t$. Therefore, by Theorem 2 of Pruitt (1966), the first term on the right-hand side of (C.4) is equal to zero almost surely. On the other hand, Lemma A. 1 guarantees that $\liminf _{t \rightarrow \infty} v_{i t}>0$ for all $i$, while the assumption that agents do not face a collective identification problem guarantees that there exists an agent $i$ such that $h_{i}(\theta, \hat{\theta})>0$. Hence,

$$
\begin{equation*}
\liminf _{t \rightarrow \infty} \frac{v_{t}^{\prime} x_{t}}{\sum_{\tau=1}^{t} \rho_{t, \tau}}>0 \tag{C.5}
\end{equation*}
$$

with probability 1.
With the above inequality in hand, it is sufficient to establish that, for any pair of agents $i$ and $j$,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{1}{\sum_{\tau=1}^{t} \rho_{t, \tau}}\left(x_{i t}-x_{j t}\right)=0 \tag{C.6}
\end{equation*}
$$

almost surely. In particular, (C.5) and (C.6), together with the fact that $v_{t}$ is a probability vector, imply that $\liminf _{t \rightarrow \infty} x_{i t} /\left(\sum_{\tau=1}^{t} \rho_{t, \tau}\right)>0$ almost surely for all agents $i$. Therefore, (C.1) implies that $\lim _{t \rightarrow \infty} x_{i t}=\infty$ with probability 1 , which subsequently guarantees that $\mu_{i t}(\hat{\theta}) \rightarrow 0$ almost surely for all $\hat{\theta} \neq \theta$. In other words, all agents learn the underlying state with probability 1 .

To establish (C.6), recall from equation (C.3) that $x_{t}=y_{t}\left(\omega_{t}\right)+\sum_{\tau=1}^{t-1} \rho_{t, \tau} \tilde{A}_{t-1} \ldots$ $\tilde{A}_{\tau} y_{\tau}\left(\omega_{\tau}\right)$. Thus, by part (d) of Lemma A.2,

$$
\begin{aligned}
\max _{i} x_{i t}-\min _{i} x_{i t} \leq & \max _{i} y_{i t}\left(\omega_{i t}\right)-\min _{i} y_{i t}\left(\omega_{i t}\right) \\
& +\sum_{\tau=1}^{t-1} \rho_{t, \tau} \pi\left(\tilde{A}_{t-1} \ldots \tilde{A}_{\tau}\right)\left(\max _{i} y_{i \tau}\left(\omega_{i \tau}\right)-\min _{i} y_{i \tau}\left(\omega_{i \tau}\right)\right) .
\end{aligned}
$$

On the other hand, as in the proof of Lemma A.1, we have $\tilde{A}_{t}=\mathbb{E}^{*}\left[\Lambda_{t} B_{t}\right]$, where $\Lambda_{t}$ is a sequence of independent Bernoulli random variables that take value 1 with probability $\lambda_{t}$ and $B_{t}$ is a stochastic matrix whose nonzero elements are uniformly lower bounded by a constant $\eta \in(0,1)$ that is independent of $t$. Therefore,

$$
\begin{aligned}
\max _{i} x_{i t}-\min _{i} x_{i t} & \leq \sum_{\tau=1}^{t} \pi\left(\mathbb{E}^{*} \prod_{\substack{A_{r}=1 \\
r: \tau \leq r<t}} B_{r}\right) \rho_{t, \tau}\left(\max _{i} y_{i \tau}\left(\omega_{i \tau}\right)-\min _{i} y_{i \tau}\left(\omega_{i \tau}\right)\right) \\
& \leq \sum_{\tau=1}^{t} \rho_{t, \tau} \mathbb{E}^{*}\left[\pi\left(\prod_{\substack{r: A_{r}=1 \\
r: \tau \leq r<t}} B_{r}\right)\right]\left(\max _{i} y_{i \tau}\left(\omega_{i \tau}\right)-\min _{i} y_{i \tau}\left(\omega_{i \tau}\right)\right),
\end{aligned}
$$

where the expectation $\mathbb{E}^{*}$ is over the collection of random variables $\Lambda_{t}$ and we are using the convexity of $\pi$, established in Lemma A.2. Since the set of signals $S$ is finite, there exists a constant $c \geq 0$, independent of $t$, such that

$$
\max _{i} x_{i t}-\min _{i} x_{i t} \leq c \sum_{\tau=1}^{t} \rho_{t, \tau} \mathbb{E}^{*}\left[\pi\left(\prod_{\substack{r: A_{r}=1 \\ \tau \leq r<t}} B_{r}\right)\right] .
$$

All matrices in the matrix sequence $B_{t}$ are irreducible, with nonzero elements that are uniformly lower bounded by $\eta$ for all $t$. Therefore, any product of length $n$ of these matrices is element-wise strictly positive, with elements that are lower bounded by $\eta^{n}$. Dividing the matrix product $\prod_{r:}^{r<A_{r}=1} \boldsymbol{A}_{r}$ into groups of length $n$ and using parts (b) and (c) of Lemma A. 2 therefore implies that

$$
\pi\left(\prod_{\substack{: A_{1}=1 \\ r: \tau \leq r<t}} B_{r}\right) \leq\left(1-\eta^{n}\right)^{\left\lfloor\left(\Lambda_{\tau}+\cdots+\Lambda_{t-1}\right) / n\right\rfloor},
$$

where $\lfloor z\rfloor$ denotes the integer part of $z$. Consequently,

$$
\max _{i} x_{i t}-\min _{i} x_{i t} \leq \frac{c}{\beta^{n}} \sum_{\tau=1}^{t} \rho_{t, \tau} \mathbb{E}^{*}\left[\beta^{\left(\Lambda_{\tau}+\cdots+\Lambda_{t-1}\right)}\right]
$$

where $\beta=\left(1-\eta^{n}\right)^{1 / n}<1$. Since random variables $\Lambda_{t}$ are independent, we have

$$
\limsup _{t \rightarrow \infty} \frac{1}{\sum_{\tau=1}^{t} \rho_{t, \tau}}\left(\max _{i} x_{i t}-\min _{i} x_{i t}\right) \leq \frac{c}{\beta^{n}} \limsup _{t \rightarrow \infty} \frac{1}{\sum_{\tau=1}^{t} \rho_{t, \tau}} \sum_{\tau=1}^{t} \rho_{t, \tau}\left(1-(1-\beta) \underline{\lambda}_{t}\right)^{t-\tau}
$$

where $\underline{\lambda}_{t}=\min _{1 \leq r<t} \lambda_{r}$. Equation (C.2) then guarantees that

$$
\limsup _{t \rightarrow \infty} \frac{1}{\sum_{\tau=1}^{t} \rho_{t, \tau}}\left(\max _{i} x_{i t}-\min _{i} x_{i t}\right) \leq \frac{c C}{\beta^{n}} \limsup _{t \rightarrow \infty} t^{-\alpha} \sum_{\tau=1}^{t}\left(1-(1-\beta) \underline{\lambda}_{t}\right)^{t-\tau}
$$

and as a result,

$$
\limsup _{t \rightarrow \infty} \frac{1}{t}\left(\max _{i} x_{i t}-\min _{i} x_{i t}\right) \leq \frac{c C}{(1-\beta) \beta^{n}} \limsup _{t \rightarrow \infty} \frac{1}{t^{\alpha} \underline{\lambda}_{t}} .
$$

The assumption that $\lim _{t \rightarrow \infty} t^{\alpha} \lambda_{t}=\infty$ guarantees that the right-hand side of the above inequality is equal to zero, hence establishing (C.6).
Q.E.D.

## APPENDIX D: Bayesian Learning With Normal Signals

In this appendix, we show that if signals are normally distributed and agents' prior beliefs are normal, then Bayesian updating takes a log-linear form regardless of the structure of the underlying social network, that is,

$$
\begin{equation*}
\log \frac{\mu_{i t}(\theta)}{\mu_{i t}(\hat{\theta})}=\log \frac{\ell_{i t}^{\theta}\left(\omega_{i t}\right)}{\ell_{i t}^{\hat{\theta}}\left(\omega_{i t}\right)}+\sum_{\tau=1}^{t-1} \sum_{j \in N_{i}} a_{i t, j \tau} \log \frac{\mu_{j \tau}(\theta)}{\mu_{j \tau}(\hat{\theta})} . \tag{D.1}
\end{equation*}
$$

In contrast to the representation in Theorem 3(c), however, the weights $a_{i t+1, j \tau}$ may depend on the signal precisions.

Consider an environment with $\Theta=\mathbb{R}$ and where the agents share an (improper) uniform prior at time $t=0$. Suppose agent $i$ 's time- $t$ private signal is given by $\omega_{i t}=\theta+\epsilon_{i t}$, where $\theta$ is the realized state and $\epsilon_{i t}$ is distributed independently of other random variables according to a zero-mean normal distribution with precision $\eta_{i t}$. Moreover, suppose that $\eta_{i t}$ 's and the structure of the social network are common knowledge among all agents. In such an environment, agents' beliefs remain normal at all times with precisions that are independent of the realization of agents' private signals (Mossel, Olsman, and Tamuz (2016)). Let $m_{i t}$ and $\kappa_{i t}$ denote the mean and precision of agent $i$ 's belief at time $t$. For any given pair of states $\theta$ and $\hat{\theta}$, the log-likelihood ratio corresponding to $i$ 's belief is equal to

$$
\begin{equation*}
\log \frac{\mu_{i t}(\theta)}{\mu_{i t}(\hat{\theta})}=\frac{\kappa_{i t}}{2}(\hat{\theta}-\theta)\left(\hat{\theta}+\theta-2 m_{i t}\right) \tag{D.2}
\end{equation*}
$$

Similarly, the normality of private signals implies that

$$
\begin{equation*}
\log \frac{\ell_{i t}^{\theta}\left(\omega_{i t}\right)}{\ell_{i t}^{\hat{\theta}}\left(\omega_{i t}\right)}=\frac{\eta_{i t}}{2}(\hat{\theta}-\theta)\left(\hat{\theta}+\theta-2 \omega_{i t}\right) \tag{D.3}
\end{equation*}
$$

We use the two equations above and an inductive argument to prove that agents' belief dynamics follow (D.1) at all times.

First, note that equation (D.1) is trivially satisfied at $t=1$, when each agent only has access to a single private observation. As the induction hypothesis, suppose that (D.1) is satisfied for all $\tau \leq t$ and any agent $i$. Recall that agent $i$ 's information set at time $t+1$ consists of the history of her private signals, $\left(\omega_{i 1}, \ldots, \omega_{i t+1}\right)$, and that of her neighbors' reports, $\mu_{i}^{t}=\left(\mu_{j \tau}\right)_{j \in N_{i}, 0 \leq \tau \leq t}$. The joint normality of these signals and beliefs implies that $i$ 's belief at time $t+1$ is normally distributed with a mean that linearly depends on her private signals and the means of her neighbors' beliefs in previous periods. Formally, there are constants $c_{i \tau}$ and $b_{i t, j \tau}$, independent of the signal realizations and summing up to 1 , such
that

$$
m_{i t+1}=\sum_{\tau=1}^{t+1} c_{i \tau} \omega_{i \tau}+\sum_{\tau=1}^{t} \sum_{j \in N_{i}} b_{i t+1, j \tau} m_{j \tau}
$$

Note that $c_{i t+1}=\eta_{i t+1} / \kappa_{i t+1}$ because $\omega_{i t+1}$ is conditionally independent of $i$ 's prior observations and her neighbors' reports. We can use the above expression for $m_{i t+1}$ to express the log-likelihood ratio corresponding to agent $i$ 's time- $t+1$ belief as a linear function of her private signals and the means of her neighbors' reports:

$$
\log \frac{\mu_{i t+1}(\theta)}{\mu_{i t+1}(\hat{\theta})}=\frac{\kappa_{i t+1}}{2}(\hat{\theta}-\theta)\left(\hat{\theta}+\theta-2 \sum_{\tau=1}^{t} \sum_{j \in N_{i}} b_{i t+1, j \tau} m_{j \tau}-2 \sum_{\tau=1}^{t+1} c_{i \tau} \omega_{i \tau}\right)
$$

Using equations (D.2) and (D.3) to substitute for $m_{j \tau}$ and $\omega_{i \tau}$ with the corresponding likelihood ratios and invoking the fact that $c_{i t+1}=\eta_{i t+1} / \kappa_{i t+1}$, we obtain

$$
\begin{aligned}
\log \frac{\mu_{i t+1}(\theta)}{\mu_{i t+1}(\hat{\theta})}= & \log \frac{\ell_{i t+1}^{\theta}\left(\omega_{i t+1}\right)}{\ell_{i t+1}^{\hat{\theta}}\left(\omega_{i t+1}\right)}+\sum_{\tau=1}^{t} \sum_{j \in N_{i}}\left(b_{i t+1, j \tau} \frac{\kappa_{i t+1}}{\kappa_{j \tau}}\right) \log \frac{\mu_{j \tau}(\theta)}{\mu_{j \tau}(\hat{\theta})} \\
& +\sum_{\tau=1}^{t}\left(c_{i \tau} \frac{\kappa_{i t+1}}{\eta_{i \tau}}\right) \log \frac{\ell_{i \tau}^{\theta}\left(\omega_{i \tau}\right)}{\ell_{i \tau}^{\hat{\theta}}\left(\omega_{i \tau}\right)}
\end{aligned}
$$

On the other hand, recall that the induction hypothesis maintains that (D.1) is satisfied for all $\tau \leq t$. Therefore, the last term on the right-hand side above is itself a linear function of the $\log$-likelihood ratios $\log \left(\mu_{j \tau}(\theta) / \mu_{j \tau}(\hat{\theta})\right)$ for $j \in N_{i}$ and $\tau \leq t$. Thus, equation (D.1) is satisfied at $t+1$ for a collection of constants $a_{i t+1, j \tau}$ that is independent of signal realizations $\omega_{j \tau}$ but depends on the signal precisions $\eta_{j \tau}$.
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[^1]:    ${ }^{1}$ More specifically, the inequality $\mathbb{E}_{t+1}^{2}\left[x_{t}\right] \leq \mathbb{E}_{t+1}\left[x_{t}^{2}\right]$ implies that $\lim _{\tau \rightarrow \infty} \sum_{t=\tau}^{\infty} \mathbb{E}_{\tau}\left[\mathbb{E}_{t+1}^{2}\left[x_{t}\right]\right]=0$ whenever $\lim _{\tau \rightarrow \infty} \sum_{t=\tau}^{\infty} \mathbb{E}_{\tau}\left[x_{t}^{2}\right]=0$.

